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The Rossby Centre is the climate research unit 

of the Swedish Meteorological and 

Hydrological Institute, SMHI. This Newsletter 

aims to provide useful information to 

stakeholders and researchers on climate 

change regarding present research activities at 

the Rossby Centre.  

In a slight change to earlier versions of the 

Rossby Centre Newsletter, the Newsletter now 

includes a number of relatively detailed articles, 

describing ongoing research at the Rossby 

Centre. Each article is described in a short 

summary form at the beginning of the 

Newsletter so the reader can decide if the 

more detailed version is of interest to them. 

The Newsletter also includes general staff 

information, details of the 2009 Rossby Centre 

Day and information on a new, international 

effort to provide globally coordinated 

downscaled climate scenarios for all land 

regions of the globe. This initiative is referred 

to as CORDEX and is introduced on page 3. 

This year’s Rossby Centre Day will be at SMHI, 

Norrköping on October 21 with the subject: Using 

Regional Climate Scenarios in impact and 

adaptation studies. During the day we will present 

the latest climate scenario results from the Rossby 

Centre. The main theme of the day will be to 

discuss new and established techniques for further 

downscaling/manipulating Regional Climate Model 

(RCM) output into a form of greater direct utility in 

impact and adaptation work. Examples of this work 

and subsequent use of RCM results in climate 

impact assessment will be presented. 

A formal invitation to the Rossby Day will be sent 

out later in the year. For now please record this 

date in your diary and if you would like to register 

in advance send a mail to Rossby.Data@smhi.se 

 

Understanding the time-axis in coupled climate models: Uncertainty, natural variability and the 

need for an ensemble approach 

This article explains how the calendar date in a 

coupled climate model should be understood. It 

further explains why it is not reasonable to expect 

the simulation of natural variability in such a model 
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to follow the same time evolution as seen in 

observations. This implies that it is not possible 

simply to compare the time evolution of the 

simulated climate against observations, more 

sophisticated methods are required to evaluate the 

model’s performance. The article further goes on 

to discuss the role of natural variability in limiting 

our ability to tightly constrain estimates of future 

climate change and why this problem is larger both 

for the near future and for smaller spatial scales. 

Read the full article on page 3. 

 

Changes in the wintertime temperature climate as deduced from an ensemble of regional climate 

change simulations for Europe 

At the Rossby Centre an ensemble of transient 

regional climate change scenarios has been 

produced. The scenarios cover the time period 

1961-2100 and allow us to address uncertainties 

related to emission scenarios, choice of global 

model for providing boundary conditions, 

horizontal resolution, and natural variability. 

Altogether 18 140-year scenarios have been 

completed so far.  

The results show large differences in the 

simulation of the recent past climate (1961-1990) 

depending on choice of global climate model and 

internal natural variability. Compared to 

observational data sets the ensemble mean 

performs better than most individual scenarios. For 

the relatively near future (2011-2040) the results 

show a large contribution from natural variability 

to the overall uncertainty in the climate change 

signal. By the end of the century (2071-2100), the 

overall uncertainty is more dominated by choice of 

global climate model and emission scenario.  

Read the full article on page 9.  

 

First Regional Arctic Climate Scenarios with coupled RCAO 

Global climate models show large discrepancies in 

predictions of present and future climate in the 

Arctic, and consequently, large uncertainties. In 

order to reduce the uncertainties, a number of 

regional Arctic scenario experiments are 

performed with the Rossby Centre Atmosphere 

Ocean climate model (RCAO) using global model 

data as lateral boundary forcing. 

The results from these future simulations show 

that the variations in the Arctic between the 

regional simulations and the corresponding global 

simulation are of the same order of magnitude 

than those between different global simulations. 

Furthermore, different representations of the 

regional model show locally significant changes in 

the predicted climate change. Generally, the large 

scale change pattern and the dominating trends 

are governed by the global simulations. However, 

the regional simulations show in specific regions 

such as the Barents Sea a stronger and faster 

climate response to climate change. Sea ice 

variations are much stronger with several rapid 

change events and partial recoveries in the 21
st

 

century than in the global simulations.  

This leads to the conclusion that regional coupled 

simulations provide important additional 

information of potential climate change in the 

Arctic and thus are important for impact studies 

and adaptation and mitigation strategies.  

Read the full article on page 15. 

 

Performance of RCA3 and RCA3.5 over South America 

Rossby Centre is a partner of the EC 7
th

 framework 

project CLARIS la Plata basin (CLARIS LPB). Within 

the context of this multidiciplinary South American 

– Europe project, Rossby Centre will contribute 

with regonal climate change scenarios for the 

South American continent that will be used for 

impact and adaptation studies of water resources, 

hydropower and ecological systems. Partly 

motivated by this project, the Rossby Centre 

regional atmospheric model has been adapted for 

tropical regions. Here we present some results 

from a comparison between the performance of 

RCA3-E and RCA3.5 with 24 and 40 vertical levels 

over the continent. 

Read the full article on page 17. 

 

Simulating Precipitation over Africa with a new version of RCA 

This article describes the first attempt to use an 

updated version of the Rossby Centre Atmospheric 

Regional Climate Model, RCA3.5, to simulate 

climate variability over Africa. In the article we 

describe the ability of RCA3.5 to simulate 

precipitation variability over the entire African 
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continent, when the model is forced by the new 

ERA-interim reanalysis data set from ECMWF. This 

activity is an initial step in evaluating RCA3.5 

before utilizing it to generate future climate 

scenarios over Africa forced by results from a 

range of Global Climate Model simulations.  

Read the full article on page 20. 

by Colin Jones 

Under the direction of the World Climate Research 

Program (WCRP), the international Regional 

Climate Modelling and Downscaling community is 

developing a plan to better coordinate activities in 

Regional Climate Modelling, Statistical Downscaling 

and the provision of climate scenarios to the user 

community. This activity aims to link with the 5
th

 

Coupled Model Intercomparison Project (CMIP5), 

using a subset of the CMIP5 Global Climate Model 

(GCM) simulations as boundary conditions for 

subsequent downscaling. WCRP has established a 

Task Force for Regional Climate Downscaling 

(TFRCD) that met with around 50 experts at a 

meeting in Toulouse in February 2009. A second 

meeting occurred at the Regional Climate 

conference held in Lund, Sweden May 4
th

-8
th

 2009. 

This group is beginning to define a number of 

Limited Area domains, centred on areas of interest 

covering most of the land regions of the globe. The 

aims are three-fold;  

(i) To define domains, boundary conditions and 

simulated variables to evaluate the performance of 

RCMs in a common manner for a range of climatic 

regions. 

(ii) To develop a matrix of regional climate 

scenarios for a large number of regions of the 

world. This matrix should sample the majority of 

the sources of uncertainty involved in developing 

regional climate scenarios, including sampling a 

range of Global Climate Simulations as boundary 

conditions that encompass a number of 

greenhouse gas emission scenarios. For each GCM 

boundary condition data set a number of Regional 

Climate Models (RCMs) should be applied. 

(iii) To better engage developing nation scientists 

in the generation and use of regional climate 

scenarios and to improve the accessibility of this 

data for the impact and adaptation communities. 

A common RCM resolution of 50km has been 

agreed, with groups encouraged to explore the 

benefits of increased resolution where possible. 

Groups are encouraged to run their RCMs over a 

number of the predefined regions either in 

transient mode (e.g. 1950-2100) or in time slice 

mode, where the time slices in order of preference 

are (i)1980-2010, (ii) 2040-2070, (iii) 2010-2040, (iv) 

2070-2100 and (v) 1950-1980.  An important 

aspect of this effort is to ensure that the RCM 

scenarios are readily useable by the climate 

impacts and adaptation community, through use of 

a common set of stored data in a common format 

and to make this data easily accessible. 

It was decided that an initial focus for generating 

regional climate scenarios would be Africa, with as 

many groups as possible encouraged to downscale 

at least 1 GCM scenario from the CMIP5 

experiment. If possible a range of GCMs, emission 

scenarios and RCM downscaled climates, will be 

made available, covering the entire African 

continent, within the timescale of the 5
th

 

Intergovernmental Panel on Climate Change (IPCC) 

Assessment Report. Other regions of the world will 

be addressed in a coordinated fashion more 

gradually over the coming years.  

33..    CCOORRDDEEXX::  AA  CCoooorrddiinnaatteedd  RReeggiioonnaall  DDoowwnnssccaalliinngg  EExxppeerriimmeenntt    
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44..    UUnnddeerrssttaannddiinngg  tthhee  ttiimmee--aaxxiiss  iinn  ccoouupplleedd  cclliimmaattee  mmooddeellss::  UUnncceerrttaaiinnttyy,,  nnaattuurraall  

vvaarriiaabbiilliittyy  aanndd  tthhee  nneeeedd  ffoorr  aann  eennsseemmbbllee  aapppprrooaacchh  
  
by Colin Jones and Grigory Nikulin 

1. Introduction 

In this article we aim to explain how one can best 

utilize future climate scenarios that are a result of 

downscaling coupled Atmosphere-Ocean Global 

Climate Models (AOGCMs). We wish to explain the 

way in which calendar time should be understood 

in relation to these simulations and thereby, when 

and where it is appropriate to compare 

downscaled Regional Climate Model (RCM) results 

as a function of real calendar time, especially in 

relation to observational data. We further aim to 

explain the role natural variability plays in this 

problem and in limiting our ability to tightly define 

future climate conditions. This discussion highlights 

why an ensemble approach is necessary in 

simulating regional climate change. 

2. Simulating the observed climate: Natural 

variability and the concept of model calendar 

time 

The majority of Climate Scenarios produced with 

the Rossby Centre Regional Climate Model (RCA, 

Jones et al. 2004, Kjellström et al. 2005) cover the 

period 1961-2100, with the lateral and surface 

boundary conditions derived from a range of 

coupled AOGCMs. For most scenario runs the 

AOGCMs have a nominal start date of ~1860. 

Generally, it is at this date that the atmospheric 

greenhouse gas (GHG) concentrations prescribed 

in the AOGCMs increase above ‘pre-industrial’ 

values, following an observational based increase 

up to present-day and then one of a range of 

future emissions scenarios thereafter. An 

important requirement is that at the nominal start 

date of 1860 the coupled AOGCM should be full 

spun-up to its simulated climatological state, with 

in particular the deep ocean circulation fully 

developed and ocean-atmosphere fluxes internally 

balanced. In practice this means there should be as 

little temporal drift as possible in global mean 

variables such as; surface temperature, 

precipitation minus evaporation and top of the 

atmosphere net radiation fluxes. To achieve this 

state the AOGCM is started either from isothermal 

conditions and a resting state, or from some 

estimate of the ocean and atmospheric state based 

on an observed climatology. The model is then 

integrated forwards in time for many hundreds of 

simulated years with the only external forcing 

being prescribed values of GHGs, aerosols,  solar 

constant and land-use/vegetation cover, all 

representative of pre-industrial conditions, along 

with the observed rotation rate of the Earth. 

If one assumes that a given AOGCM takes one 

thousand simulated years to come into balance (a 

not unreasonable figure for the ocean 

thermohaline circulation), then in terms of the 

model calendar, the spin-up phase of the AOGCM 

integration begins at the year 860A.D. Clearly no 

observations are available to initialize the model at 

this date. Hence, in terms of the AOGCMs initial 

conditions, the date is completely arbitrary. 

Throughout the thousand-year spin up run, the 

model is forced by constant values of GHG 

concentrations, aerosols, solar forcing and land-

use/vegetation, which is clearly a radical 

oversimiplification of the real (time-varying) 

external forcing of the climate system over this 

time-period. From this forcing, a good AOGCM will 

begin to simulate the climatological conditions 

observed on Earth, as well as aspects of the 

observed natural variability. Due to the arbitrary 

nature of the inital date of the model spin-up, it is 

important to appreciate that while the AOGCM 

may successfully simulate many aspects of the 

observed natural variability, there is no reason to 

expect this simulated variability to occur in 

temporal phase with reality (i.e. that the modelled 

and observed natural variability occur at similar 

points in the calendar). This important point 

remains true even when the AOGCM simulation 

reaches the (nominal) date 1860, at which point 

GHG concentrations are allowed to increase and 

we begin to talk about the model simulating the 

observed climate record, including any 

anthropogenic induced trends. The only thing tying 

the AOGCM simulation to a real calendar date is 

the increasing concentration of GHGs, possibly 

aerosols and a prescribed land-use/vegetation 

distribution. 

In order to sample the possible range of natural 

variability in the coupled climate system, AOGCM 

groups generally choose a range of instantaneous 

(balanced) states from the latter period of the 

spin-up run of their AOGCM. These model ‘snap-

shots’ are used as initial conditions for an 

ensemble of 20
th

 Century runs, all starting at 1860. 

It is normal to select initial conditions from the 

spin-up run that are sufficiently different to sample 

a large fraction of the simulated natural variability 

in the coupled climate system. One should view 

this range of initial states as an inherent 

uncertainty in our ability to know at what phase of 
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the Earth’s cycles of natural variability reality 

actually was in 1860. As these initial conditions can 

be from any simulated calendar date of the spin-up 

run, it is clear that the initial date of 1860 is 

meaningless from the perspective of the Earth’s 

true natural variability.  

Run in the manner outlined above we can now 

appreciate that it is reasonable to expect AOGCMs 

to;  

(i) Simulate the range of natural variability 

observed in the climate system, without expecting 

this to be simulated correctly in time. 

(ii) Simulate any long-term trends in the climate 

due to increasing concentrations of GHGs (i.e. the 

anthropogenic climate change signal). 

Point (ii) has been confirmed by the AOGCM 

community where coupled models have been run 

with observed GHG concentrations, solar variability 

and volcanic forcing for the 20
th

 century and 

succesfully reproduce the observed trend in global 

mean temperatures. Repeating the same 20
th

 

century runs with identical models, initial 

conditions and time-varying solar variability and 

volcanic forcing, but time-invariant ‘pre-industrial’ 

GHG concentrations, the AOGCMs fail to 

reproduce the observed trend in the global mean 

temperature, in particular failing to simulate the 

observed warming trend since ~1960 (See Stott et 

al. 2000, IPCC 2007).  

On smaller spatial scales natural variability has a 

larger signal. This can easily be understood if one 

takes the example of winter temperatures over 

southern Sweden, which are highly sensitive to 

atmospheric circulation conditions, such as the 

strength and frequency of westerly flow from the 

Atlantic into Southern Sweden. On longer 

timescales such circulation variability is strongly 

influenced by the North Atlantic Oscillation (NAO, 

Hurrell et al. 2001). If it is not possible to compare 

the time evolution of downscaled results from an 

AOGCM directly against observations what can we 

do to evaluate the model’s simulated natural 

variability?  Instead, one can compare the power 

and frequency of the simulated variability around 

the model’s mean conditions over a suitably long 

averaging period (30 years is often used as a 

minimum period). Another approach is to select 

various phases of natural variability (say the 

positive and negative phases of the NAO) and 

evaluate whether simulated anomalies in the 

climate around the model’s mean climate are of 

similar character to the observed anomalies, also 

grouped into the respective phases of the NAO.  

3. Simulating future climate: The role of 

uncertainty and natural variability 

As AOGCMs simulate climate conditions out 

towards the end of the 21
st

 Century the forced 

climate change signal, associated with increased 

GHGs, becomes larger than the signature of 

natural variability. This is often referred to as the 

signal to noise ratio. What this actually means is 

that the signal of forced climate change (e.g. global 

mean surface temperatures) is now larger than the 

variability of the global mean surface temperatures 

due to (i) sampling a range of AOGCMs (relating to 

our imperfect ability to model the climate system) 

and (ii) sampling one AOGCM and a range of initial 

conditions (uncertainty due to natural variability). 

The point where the forced signal becomes larger 

than natural variability generally occurs earlier, the 

larger the spatial area under consideration. 

Uncertainty in the actual state of the climate as a 

result of our inability to know where the system is 

with respect to natural variability remains similar 

at this point, it is simply that the forced signal is 

now larger than this uncertainty. 

To illustrate this point, figure 1 shows results from 

3 integrations of the RCA3 model, each forced by a 

different ensemble member of the ECHAM5/OM1 

AOGCM  (Roeckner et al. 2005, Jungclaus et al. 

2006) using the SRES A1B GHG emission scenario 

(Nakicenovic et al. 2000). The only difference 

between the 3 ECHAM5 runs is the initial 

conditions used for the model in 1860. RCA3 

downscaled the ECHAM5 run for the entire period 

1961-2100. In Figure 1 we show the seasonal mean 

surface temperature for summer and winter, 

spatially averaged over Southern Sweden. Results 

are shown for the periods 1980-2000, 2015-2035 

and 2070-2090 for each of the 3 ensemble 

members, while the green line shows the 20 year 

mean temperature for southern Sweden averaged 

across the 3 ensemble members. 
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Figure 1a. RCA3 simulated winter surface temperature for Southern Sweden from 3 members of the ECHAM5 

A1B ensemble. Seasonal mean temperatures are shown for each ensemble member for 3 sections of the 

transient integration from 1950-2100. The green line shows the ensemble mean, 20-year mean temperature for 

each period. 

 
Figure 1b. As in figure 1a but for the summer season. 

 

From figure 1 it is clear that at this spatial scale the 

seasonal mean temperatures simulated by the 3 

ensemble members are completely uncorrelated in 

time. By the decade of the 2020’s the mean 

climate change signal, as shown by the change in 

the position of the green line in figure 1, is clearly 

smaller than the variability between the 3 

members for the period 1980-2000. Towards the 

end of the century the mean climate change signal, 

compared to the period 1980-2000, is now large 

enough to be distinguished from the inter-

ensemble spread. Nevertheless, the ensemble 

spread remains significant and uncorrelated in 

time. Generally, simulated winter season variability 

is larger than in summer, although towards the end 

of the 21
st

 century, winter variability appears to 

decrease while the summer variability actually 

increases somewhat. The former decrease is likely 

associated with decreased snow cover and the 

reduction of extremely cold days in the future, 

while the summer increase may be associated with 

larger inter-annual variability in summer soil 

moisture. 

Figure 1 clearly shows that the 3 downscaled 

realizations of the ECHAM5 A1B scenario can at 

times simulate extended periods (e.g decades or 

more) of quite different climate change signals 

over Southern Sweden. As an example, compare in 

figure 1a the implied trend in winter temperatures 

for the decade of the 1990’s compared to the 

2020’s in the red (r2) and black (r3) lined ensemble 

members. Member r2 would suggest a warming 

over southern Sweden of around 2°C while 

member r3 indicates a cooling of 1-2°C over this 

same 30 year period. These differences largely 

arise as a result of different large scale circulation 
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patterns in the North-East Atlantic-European 

region, that reflect natural variability in the state of 

the coupled system in this region.   

To illustrate this point further figure 2a shows the 

simulated change in near surface temperature 

from each RCA3 member for a 30-year period 

centred on 2025, relative to a 30-year control 

period centred on 1985. Figure 2b shows the 

change in mean sea level pressure (MSLP) over the 

same period.  

 
Figure 2a. Winter season near surface temperature changes for the 30-year period 2011-2040 minus 1961-1990 

as simulated by 3 RCA3 simulations forced by 3 members of the ECHAM5 A1B ensemble. 

 

 

Figure 2b. As in figure 2a but for simulated mean sea level pressure change. 

Ensemble member 2 simulates increased high 

pressure over southern Europe and the Atlantic 

region of the Azores. This can be understood as an 

intensification and poleward expansion of the 

Azores anticyclone. In the north Atlantic, MSLP is 

simulated to decrease. This overall pattern is 

analogous to an increase in the positive phase of 

the NAO, (Hurrel 2001). The resulting change in 

atmospheric circulation sees an increase in 

westerly flow from the Atlantic into Northern 

Europe and a significant winter warming, as seen in 

figure 2a. In contrast, ensemble member 3 shows 

no change in the Azores high and a weak decrease 

in MSLP over the north-east corner of the RCA3 

domain. The resulting circulation change is a weak 

increase in northerly flow over southern Sweden 

and an insignificant change in the winter 

temperatures. As these changes in circulation are 

largely a reflection of the system’s natural 

variability, it is impossible to state with any 

confidence which circulation change is more likely 

to occur in the future, both are equally likely. This 

limits our ability to place tight bounds on estimates 

of regional climate change. Presently, the best 

method to reduce this uncertainty is to utilize as 

large an ensemble of simulations as possible. This 

allows an investigation as to whether certain 

circulation changes are simulated more frequently 

than others in the future, allowing a probability of 

occurrence to be attached to each outcome. This 

technique is widely used in the area of seasonal 

prediction (Peng et al. 2002).  
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4. Conclusions 

In this article we have explained the method by 

which coupled climate models simulate the pre-

industrial, present and future climate periods on 

Earth and how one should understand the 

simulated date in these simulations. From this 

explanation we indicated that it is not possible to 

expect an AOGCM to simulate the natural 

variability of the climate in temporal phase with 

observations. In contrast, it is reasonable to expect 

a model to simulate the power spectrum and 

frequency of occurrence of various states of 

natural variability, just that there is no reason to 

expect these states to be located correctly in time. 

This implies that simply comparing the time 

evolution of a given variable against the observed 

time evolution is not possible. This statement is 

increasingly true the larger natural variability is, 

which generally increases as the spatial area of 

interest decreases. Instead more sophisticated 

approaches are required to evaluate the 

representation of natural variability in an AOGCM, 

or from RCM downscaled results of an AOGCM. We 

further illustrated the large role natural variability 

plays in limiting our ability to constrain estimates 

of future regional climate change, particularly on 

shorter timescales where uncertainty due to 

natural variability can be as large, or larger, than 

the signal due to anthropogenic climate change. 

This latter point illustrates the need for an 

ensemble approach to regional climate modelling, 

whereby all the inherent sources of uncertainty in 

future climate conditions (e.g. GCM formulation, 

GHG emission scenarios, RCM formulation and 

natural variability) can be sampled and a 

probabilistic approach be assigned to the various 

possible evolutions of the climate over the coming 

20-100 years. Such an approach to generating 

regional climate scenarios is being actively pursued 

at the Rossby Centre. An article discussing initial 

results from the large ensemble of RCA3 climate 

scenarios over Europe appears in this Newsletter 

on page 9. 
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by Erik Kjellström, Ulf Hansson, Colin Jones, Grigory 

Nikulin, Gustav Strandberg and Anders Ullerstig  

1. Introduction 

In a previous issue of Rossby Centre Newsletter 

(June 2008), we described the creation of an 

ensemble of regional climate change scenarios at 

the Rossby Centre. Since then more simulations 

have been undertaken and we now have an 

ensemble that can be used to address questions 

related to the following uncertainties in future 

climate change scenarios:  

i. how will the external forcing of the climate 

system change in the future?  

ii. how will these changes in external forcing 

factors influence climate? 

iii. to what degree is the future climate change 

signal masked/amplified by natural 

variability of the climate system? 

The common way to deal with these uncertainties 

is to perform several simulations constituting an 

ensemble. Earlier attempts to do this on the 

regional scale have been pursued in the European 

projects PRUDENCE (e.g. Déqué et al., 2007) and 

ENSEMBLES (Hewitt and Griggs, 2005). The 

ensemble can be used to illustrate the 

uncertainties on the regional scale or to produce 

probabilistic climate change information in a 

region. The specific uncertainties i)-iii) are handled 

in a similar way. This includes using several 

different emission scenarios to get a grip on the 

uncertainty related to external forcing thereby 

sampling a multitude of possible outcomes 

(Nakićenović et al., 2000). Likewise, by using 

multiple climate models or an ensemble of 

simulations with one model perturbed in its 

formulation of the physics, parts of the 

uncertainties related to how changes in forcing 

influence the climate can be assessed (e.g. Meehl 

et al., 2007, Murphy et al., 2007). Finally, to get a 

grip on the natural variability one may use several 

simulations with one climate model under the 

same emission scenario differing only in initial 

conditions.  

2. The Rossby Centre regional climate change 

ensemble 

At the Rossby Centre an ensemble of regional 

climate change scenarios is produced (Table 1). We 

use the regional climate model RCA3 (Kjellström et 

al., 2005) to dynamically downscale several 

experiments with global coupled atmosphere-

ocean general circulation models (AOGCMs). The 

AOGCMs, in turn, are forced by different emission 

scenarios from the special report on emission 

scenarios by the IPCC (Nakićenović et al. 2000). 

One AOGCM (ECHAM5/MPI-OM), Jungclaus et al. 

2007) has been used to simulate one emission 

scenario three times differing only in initial 

conditions to sample some of the natural 

variability. Another AOGCM (HadCM3) has been 

run with three different parameter settings to 

sample some of the uncertainty related to model 

formulation. That particular ensemble of three 

simulations includes the reference version of the 

HadCM3 model and one that has a high sensitivity 

to changes in the radiative forcing (labelled “high” 

in the following) and one that has a low sensitivity 

(low). In addition to all simulations driven by 

boundary conditions from AOGCMs we also use 

results from a simulation in which RCA3 got 

boundary conditions from the reanalysis product 

ERA40 (Uppala et al., 2005). 
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Table 1. Simulations in the regional climate change ensemble at the Rossby Centre. Planned simulations are 

marked in italics.  

No AOGCM  

(Institute, country) 

Emission 

scenario 

Horisontal 

resolution (km) 

Reference 

1 Arpège (CNRM, France) A1B 50 
Déqué et al (1994), Royer 

et al (2002) 

2 50 

3 
BCM (NERSC, Norway) A1B 

25 

Déqué et al (1994), Bleck 

et al (1992) 

4 A2 50 

5 A1B 50 

6 

 

CCSM3 (NCAR, USA) 

 B2 50 

Collins et al (2006) 

7 A2 50 

8 
ECHAM4 (MPI-met, Germany) 

B2 50 
Roeckner et al (1999) 

9 A2 50 

10 50 

11 50 

12 50 

13 25 

14 

A1B 

12.5 

15 

 

 

 

ECHAM5 (MPI-met, Germany) 

B1 50 

 

 

Roeckner et al (2006),  

Jungclaus et al (2006) 

16 ref (Q0) 50 

17 low (Q3) 50 

18 high (Q16) 50 

19 

 

HadCM3  

(Hadley Centre, UK) 

low (Q3) 

A1B 

25 

Gordon et al (2000) 

20 IPSL-CM4 (IPSL, France) A1B 50 Hourdin et al (2006) 

 

3. Results 

There are large differences between the 

simulations in the recent past climate related to 

internal variability and to choice of AOGCM (Fig. 1). 

In general these two sources of uncertainty are 

difficult to distinguish from each other. Here, the 

three-member ensemble of ECHAM5-driven 

simulations allows us to look at natural variability 

alone. Large differences between these three 

simulations can be seen in some regions but the 

differences related to choice of AOGCM are 

generally larger. Part of the biases in temperature 

can be attributed to the large-scale circulation as 

indicated by the mean sea level pressure (MSLP). 

Several of the models show a too low pressure 

over the British Isles reaching eastwards over the 

continent and some a too high pressure in the 

southernmost part of the model domain. This 

indicates stronger than observed north-south 

pressure gradient in the area leading to 

overestimated transport of mild air from the 

oceans to the continent. The most notable 

example is the CCSM3-forced run that 

consequently shows the largest bias in 

temperature. As a contrast, the low-sensitivity 

simulation with HadCM3 shows an underestimated 

N-S MSLP-gradient and too low temperatures in 

most areas. Compared to most other simulations 

the best performance is found for the ERA40-

driven downscaling. This is expected as the 

boundary conditions in this case are close to the 

observed state of the atmosphere. But, some of 

the other simulations perform equally, or even 

better, in this season. Also the ensemble mean 

performs better than most, but not all, individual 

models although large regional biases in some 

simulations are seen also in the ensemble mean.  
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Figure 1. 2m-temperature and mean sea level pressure (contours) in winter (DJF) in the 1961-1990 period. The 

uppermost left panel shows the ENSEMBLES gridded observational 2m-temperatures (Haylock et al. 2008) and 

the ERA40 MSLP (Uppala et al. 2005). The one labeled RCA3(ERA40) shows biases compared to the uppermost 

left panel in an ERA40 downscaling simulation with RCA3. The other panels show biases from the individual 

50km A1B-simulations listed in Table 1. The mean (lower right) is taken over the ensemble consisting of 5 

simulations with different AOGCMs in the two rightmost columns. MSLP biases are shown for every 2 hPa 

except 0 (dashed for negative numbers). 

 

Also in the future climate large differences 

between the different ensemble members are 

clearly identifiable (Fig 2). The strongest response 

is seen in the HadCM3-forced simulations with high 

climate sensitivity (Q16 in the figure). However, 

part of the strong response relates to the change in 

MSLP (higher pressure over the continent and 

lower over the North Atlantic) leading to more 

southerly wind bringing warmer air from the south. 

The ensemble mean shows the strongest increase 

in northeastern Europe which is the common 

picture in most scenarios due to the feedback from 

vanishing snow and ice in this region (e.g. 

Christensen et al., 2007). The MSLP changes also 

reveal that part of the excess warming in the north 

may be explained by a stronger transport of mild 

air from the North Atlantic towards Scandinavia as 

the north-south pressure gradient increases. The 

role of natural variability is relatively modest at this 

time as can be inferred from the three ECHAM5-

forced simulations that differ only little from each 

other. Instead, the overall uncertainty is to a large 

degree dominated by the choice of AOGCM and 

the choice of emission scenario (the latter is not 

shown here) by the end of the century. 
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Figure 2. Change in 2m-temperature and mean sea level pressure (contours) between 2071-2100 compared to 

1961-1990. The uppermost two panels to the left shows the ENSEMBLES project gridded observational 2m-

temperatures (Haylock et al. 2008) and the ENSEMBLE mean bias from Figure 1. The other panels are results 

from the individual A1B-simulationsat 50km horixontal resolution listed in Table 1 The mean (lower right) is 

taken over the ensemble consisting of 5 simulations with different AOGCMs in the two rightmost columns. MSLP 

changes are shown for every 2 hPa (CTL) and every 1 hPa (SCN-CTL) except 0 (dashed for negative numbers). 

 

In the relatively near future (2011-2040) indicated 

in Figure 3 a considerable part of the uncertainty in 

the climate change signal is related to the natural 

variability. The three ECHAM5-forced members 

differ from each other with up to or locally even 

more than 2°C. These differences are equally large 

as, or even larger than, the climate change signal at 

this period. The reason for the large differences is 

to be found in the large scale circulation in the 

three ensemble members. The second one displays 

a strong increase in the north-south pressure 

gradient over the North Atlantic which leads to 

excessive warming in northern Europe. This 

feature is not seen in the other simulations. Also, 

the HadCM3-forced simulations points in the same 

direction (Figure 4). In contrast to what one may 

expect the high climate sensitivity simulation 

shows a smaller change compared to the lower 

climate sensitivity simulation. This is also indicative 

of a strong contribution from natural variability to 

the overall uncertainty. The MSLP changes 

depicted in Figure 4 shows that the strong regional 

response in the low sensitivity simulation is driven 

by changes in the pressure gradients while the 

opposite is true for the high sensitivity simulation.  
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Figure 3. Changes in winter (DJF) 2m-temperature in 2011-2040 compared to 1961-1990 in the three member 

A1B-ensemble with ECHAM5 differing in initial conditions on the boundaries. Changes in MSLP are also shown 

(for ..., -1, -0.5, 0.5, 1, ... hPa).  

 
Figure 4. Changes in winter (DJF) 2m-temperature in 2011-2040 compared to 1961-1990 in the three members 

A1B-ensemble with the HadCM3 perturbed physics ensemble on the boundaries (rightmost three panels). 

Changes in MSLP are also shown (for ..., -1, -0.5, 0.5, 1, ... hPa). 
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4. Summary and outlook 

We report on an ensemble of altogether 17 

transient simulations covering the period 1961-

2100. All are conducted with the same version of 

the regional climate model RCA3. Differences 

between the simulations are that they use 

different boundary conditions from different 

AOGCMs operating under several emission 

scenarios. In addition aspects of natural variability 

and model uncertainty has been touched upon by 

downscaling ensembles consisting of simulations 

with different initial conditions and different 

formulation of the AOGCM. We have also 

performed some of the simulations at different 

horizontal resolution. The main conclusions 

concerning wintertime temperatures in Europe are: 

• There are large differences between the 

simulations in the recent past climate. These 

differences are related both to internal 

variability and to choice of AOGCM. In general 

these two sources of uncertainty are difficult 

to distinguish from each other. Here, the 

three-member ensemble of ECHAM5-driven 

simulations allows us to look at natural 

variability alone. Large differences between 

these three simulations can be seen in some 

regions but the differences related to choice of 

AOGCM are generally larger. 

• The ensemble mean performs better than 

most, but not all, individual models for most 

areas. It is deteriorated by the still limited 

number of simulations as outliers performing 

poorly have a relatively large impact on the 

mean. 

• In the relatively near future (2011-2040) we 

show that a considerable part of the 

uncertainty in the climate change signal is 

related to the natural variability. By the end of 

the century, when the forcing (and the 

response) is larger, the overall uncertainty is 

more dominated by the choice of AOGCM and 

the choice of emission scenario.  
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by Torben Königk, Ralf Döscher, Klaus Wyser and 

Markus Meier 

Global climate models show large discrepancies in 

predictions of present and future climate in the 

Arctic, and consequently, large uncertainties. In 

order to complete the puzzle of future Arctic 

climate change and analyze the mechanisms and 

impacts, a number of regional Arctic scenario 

experiments are performed with the Rossby Centre 

Atmosphere Ocean climate model (RCAO). 

A1B scenario simulations of the last IPCC 

Assessment Report from the Norwegian Bergen 

Climate Model (BCM) and the German Max-Planck-

Institute climate model (ECHAM5/MPI-OM) are 

used to force the atmosphere at the lateral 

boundaries of the RCAO model. The ocean 

boundaries are prescribed using climatological 

values. Two different regional simulations have 

been done with forcing from each of the global 

models. These two simulations differ in the 

treatment of the surface salinity in the Arctic. To 

prevent artificial drift, a salinity restoring to 20
th

 

century climatology is used in the first run 

(ECHstand, BCMstand). The second run uses a 

constant salinity flux correction (ECHflux, BCMflux) 

which allows for more realistic salinity changes and 

variability in the future. The results are compared 

to each other and to the original data of the global 

models (ECH_GCM, BCM_GCM). 

The ECHAM5/MPI-OM forced runs show lower 

summer sea ice extents and a stronger decrease 

than the BCM forced runs (Fig. 1). Furthermore, 

the regional ECHAM5/MPI-OM runs give a lower 

ice extent than ECH_GCM. Also, the interannual to 

decadal variability is higher in ECHstand and 

ECHflux with several periods of low summer ice 

extent and partial recovery thereafter. Around 

2040, the summer sea ice has almost disappeared 

for the first time and from 2060 on, summers are 

always almost without sea ice in the Arctic. The 

regional BCM forced simulations and also 

BCM_GCM show a much slower sea ice reduction 

due to a much colder Arctic climate in BCM_GCM. 

While the sea ice starts to disappear from the 

southern sea ice edges particularly in the Barents 

Sea, sea ice thickness decreases more uniformly in 

the entire Arctic Ocean. The regional models and 

BCM_GCM tend to have the largest reductions 

along the Siberian coast while ECH_GCM has 

largest reductions in the Canadian Archipelago. 
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Figure 1. Arctic summer sea ice extent for the regional simulations and the original global simulations. 

 

 

Figure 2 shows the changes in 2 m air temperature 

in the period 2020-2040 in comparison to the 

period 1980-2000. The temperature increase is 

most pronounced in the Barents Sea where sea ice 

reduction is particularly large. The warming in the 

Arctic in the regional ECHAM5/MPI-OM forced 

simulations is larger than in the global simulation 

and already in 2020-2040 most of the Arctic shows 

a warming of more than 2 Kelvin. Additionally, 

both BCMflux and ECHflux respond stronger than 

BCMstand and ECHstand, respectively. SLP is 

reduced in the entire Arctic with a maximum in the 

Barents Sea (not shown). Again, the reduction is 

most pronounced in BCMflux and ECHflux. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Annual mean change of 2m air temperature (in Kelvin) between the periods 2020-2040 and 1980-2000 

in the regional and the global simulations. 
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Summarizing, first results from the regional 

scenario downscaling experiments show a larger 

sensitivity and particularly a stronger local 

response in the Arctic climate to increased 

greenhouse gas concentrations than in the 

respective global simulations. The enhanced 

warming signal in the flux-corrected experiments 

indicates an influence of sea surface salinity on the 

change processes. Further scenario downscaling 

experiments will be carried out in order to quantify 

uncertainties of Arctic climate change and 

attribute unequal behaviour of different models.

 

by Anna Sörensson and Patrick Samuelsson 

The EC financed projects CLARIS 1 (2004-2007) and 

CLARIS LPB (2008-2012, http:/www.claris-eu.org) 

aim at strengthening the collaboration between 

European and South American institutes and to 

assess climate change, variability and extremes as 

well as impacts and adaptation to climate change 

over South America. Dynamic downscaling is one 

of the central workpackages in the two projects, 

providing climate change scenarios for impact 

studies. Rossby centre was an external collaborator 

of CLARIS 1, and is a partner of the CLARIS LPB 

project. 

CLARIS 1 was a multidisciplinary pilot project 

mainly aiming at strengthening the collaboration 

between institutions from Europe and South 

America, creating common research strategies 

(Boulanger et al. 2009). The dynamic downscaling 

work package aimed at setting up a methodology 

for model intercomparison and validation of 

regional climate model performance over South 

America. Within the context of this project, Rossby 

Centre carried out simulations with RCA3-E in 

collaboration with the Argentinean partner 

CONICET. RCA3-E is a version of RCA3 with 

modified atmospheric physics and with the land 

surface database ECOCLIMAP (Masson et al. 2004), 

to improve the performance over tropical regions. 

Two time slices of present and future climate 

(1980-99 and 2080-99) were simulated with 

ECHAM5/MPI-OM as the forcing AOGCM, and 

present climate was validated using ERA40 

boundaries (Sörensson et al. 2009a). Furthermore, 

land surface – atmosphere interaction experiments 

were carried out (Sörensson et al. 2009b). 

The CLARIS LPB dynamic downscaling work 

package aims at generating climate change 

scenarios for near and far future with a focus on 

hydroclimate over the la Plata Basin (central and 

northern Argentina, Uruguay, Paraguay and 

southern Brazil). The methodology for 

intercomparison between regional models follows 

projects like PRUDENCE and ENSEMBLES, although 

comprising a smaller ensemble of models. Rossby 

Centre will contribute by generating regional 

climate change scenarios with a high resolution 

nesting over la Plata basin with RCA3.5 (Jones et al., 

this newsletter, with the convection scheme KF 

instead of BKF).  

Here we present the differences between RCA3-E 

with 24 vertical levels and RCA3.5 with 24 and 40 

vertical levels respectively. The models were ran 

for a test period of 1997-2001 forced by ERA-

interim, with one year of spin-up. The model 

domain and the regions used for calculation of the 

annual cycle of open land 2m temperature and 

precipitation are shown in Figure 1. The annual 

cycles of open land 2m temperature and 

precipitation for these regions are shown in Figures 

2 and 3. 
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SAmz 

LPB 

NLPB 

 

Figure 1. Domain and regions: Southern Amazonia (SAmz), Northern la Plata basin (NLPB) and la Plata basin 

(LPB). 

 

For all regions, RCA3-E has a warm bias for the 

spring and early summer season (September 

through December). These biases are mitigated in 

both RCA3.5 versions, with the 40-levels version 

closer to observations than the 24-levels version. 

In the Southern Amazon region, RCA3-E has a cold 

bias for the JJA season, which is not present in the 

RCA3.5 version. RCA3-E has dry bias for all three 

regions and seasons, especially during fall to early 

spring (April through September). 

In the Southern Amazon region, this bias is 

reduced in RCA3.5, although a small winter bias is 

still present. In the Northern la Plata region the 

precipitation is better represented during summer 

in RCA3.5, but in both la Plata basin regions, the 

RCA3.5 only mitigates the winter biases slightly. 

However, in RCA3-E the winter dry bias produced a 

warmer temperature bias during spring since the 

soil was dried out. 

 

 

Figure 2. Annual cycle of open land temperature for a: SAmz, b: NLPB and c: LPB. Dashed lines: green – CRU, 

blue – ERA40, black – ERA interrim. Continous lines: blue – RCA3, mangenta – RCA3.5 24 vertical levels, red – 

RCA3.5 40 vertical levels. 
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Figure 3. Annual cycle of precipitation. Regions and colours as in figure 2. 

 

The temperature biases for spring (SON) are shown 

in figure 4. In RCA3.5 the soil does not dry out as 

much in the la Plata region, probably due to the 

improved land surface scheme together with 

changes in the cloud cover parameterization.  

From the comparison of the model versions it is 

clear that RCA3.5 simulates a better climate over 

South America than RCA3-E. The 40 levels version 

also has a more realistic representation than the 

24 levels version of seasonal precipitation over the 

whole continent (not shown). This is probably due 

to a more realistic temporal and spatial triggering 

of convection since the vertical temperature and 

moisture profiles are better resolved. However, 

the winter dryness in the la Plata basin is still 

present, and will be investigated in detail. The 

moisture transport to the region is mainly supplied 

by the South American Low Level Jet (SALLJ) that 

brings moisture to the region from lower latitudes 

(Vera et al. 2004). If the SALLJ is too weak, a 

possible reason could be that the transient cyclonic 

perturbations are too weak, since they modulate 

the strength of the jet (Liebmann et al. 2004). 

 

Figure 4. Open land temperature biases (model – CRU) for the SON season for a: RCA3, b: RCA3.5 (24 vertical 

levels) and c: RCA3.5 (40 vertical levels). 
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1. Introduction 

As mentioned on page XX of this newsletter, the 

international Regional Downscaling Community is 

aiming to develop a large matrix of Regional 

Climate scenarios covering Africa to support 

impact and adaptation work on the African 

continent. This effort is particularly targeted for 

the next Assessment Report of the 

Integovernmental Panel on Climate Change (IPCC), 

targeted for release in 2014.  

In preparation for this activity at the Rossby Centre 

we are testing a new version of the RCA model 

over Africa (RCA3.5) by downscaling the new ERA-

Interim reanalysis using a model domain 

encompassing the entire African continent at a 

horizontal resolution of 0.44°. Integrations have 

been performed for the period 1995 to 2007. 

Results are presented here for the period 1997 to 

2007, with an emphasis on the ability of the model 

to capture some of the main observed features of 

precipitation variability over Africa. The model 

version RCA3.5 builds on the earlier version RCA3 

(Kjellström etal. 2005, Jones etal. 2004) with a 

number of modifications to enable the model to be 

more globally applicable. Of particular relevance is 

that the RCA3 Kain-Fritsch (KF) convection scheme 

(Kain and Fritsch 1990) has been replaced by the 

Bechtold-Kain-Fritsch (BKF) scheme (Bechtold etal. 

2001). In contrast to the original KF scheme, the 

BKF scheme treats shallow and deep convection 

separately allowing different trigger functions and 

closure schemes to be applied to each physical 

process. A number of extensions have been made 

to the original BKF scheme, these are detailed in 

Jiao and Jones (2008). The other main difference in 

comparison to the majority of earlier RCA3 

integrations is that the number of vertical levels 

used in the model has been increased for 24 to 40 

levels, with a particular increase in vertical 

resolution near the surface. 

2. Model Domain and Analysis Methods 

Figure 1 illustrates the integration domain used in 

these runs, which includes the entire African 

continent plus surrounding water bodies. In this 

article we assess the ability of RCA3.5 (hereafter 

referred to as RCA) to represent precipitation 

variability over a number of different regions on 

the African continent with different annual cycles 

of precipitation. As a first step we present maps of 

the climatological precipitation for the period 

1997-2007 inclusive. We then go onto analyse the 

annual cycle of precipitation spatially averaged 

over a number of regions schematically outlined in 

Figure 1. These include spatially averaged annual 

cycles for the following regions: 

1. 10°W to 10°E, 5°N-15°N; West Africa/Sahel 

Region 

2. 10°E to 25°E, 0°N-10°N; Central Africa, Northen 

Hemisphere 

3. 10°E to 25°E, 0°S-10°S; Central Africa, Southern 

Hemisphere 

4. 25°E to 35°E, 10°S-20°S; East Africa Highlands,  

Southern Hemisphere 
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Figure 1. RCA3.5 model domain, plus the 4 regions used for spatial averaging presented in figure 4. 

 

Each of these regions has a distinctly different 

annual cycle of precipitation, as a result of either 

differing geographical location in relation to the 

annual cycle of solar forcing, underlying surface 

type/orography and/or differing atmospheric 

dynamics controlling the main precipitation 

mechanisms. In addition to an annual cycle analysis, 

for regions 1 and 4 we take the longitudinally 

averaged precipitation and plot the latitudinal 

progression of precipitation for these 2 regions as a 

function of time over the full 10 years of the 

analysis period. Simulated precipitation is 

compared to satellite observations from the Global 

Precipitation Climatology Project 1° Daily 

Accumulated data set (hereafter referred to as 

GPCP) (Huffman etal. 2001). For consistency all 

RCA results were interpolated to the 1° regular grid 

of the GPCP data. 

3. Results 

3.1 Climatological Mean Precipitation 

Figures 2 and 3 show the climatological average 

precipitation for seasons December-January-

February (DJF) and June-July-August (JJA) as 

simulated by RCA and from the GPCP observations. 

In DJF precipitation is mainly located over South 

Eastern Africa and the island of Madagascar. The 

main structure of the precipitation belt is captured 

by RCA but there is a clear positive bias over the 

mountains of East Africa. This appears to be 

associated with too active convective precipitation 

in this region, likely resulting from too frequent 

triggering of convection over the mountains. It is 

also possible that a portion of this error results 

from the relatively low resolution of the GPCP data 

(1° resolution), which might lead to this dataset 

missing localized regions of extreme precipitation. 

To address this point we plan to extend our 

analysis using the Tropical Rainfall Measuring 

Mission (TRMM) precipitation data which has a 

spatial resolution of 0.25° (Huffman et al. 2007). 

While RCA correctly simulates a maximum in 

precipitation over Northern Madagascar in DJF, the 

intensity in this region is clearly underestimated. 

Minima in precipitation are well captured along 

the west coast of southern Africa and the entire 

Northern Hemisphere, with an increase in 

precipitation along the Atlas Mountains, at the 

extreme north-west coast of Africa. 
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Figure 2. DJF mean precipitation for the period 1997-2007: GPCP, RCA35 forced by ERA-interim and the 

difference RCA35-GPCP. All values are in mm/day 

 

In season JJA the main belt of rainfall moves to the 

northern hemisphere and is located in the region 

5°N to 15°N. The majority of this rain emanates 

from African Easterly Wave (AEW) systems that 

generally originate over the Darfur Mountains of 

Sudan (Kiladis etal. 2006) and then propagate 

westward, intensifying through a mixed barotropic-

baroclinic interaction with the African Easterly Jet 

(Reed etal. 1977, Holton 1979). AEWs are synoptic 

scale disturbances with a peak periodicity in the 3-

8 day time period (Hodges and Thorncroft 1997) 

and provide a synoptic scale forcing conducive to 

the organization of mesoscale convective systems  

that propagate with the AEW itself (Berry and 

Thorncroft 2005). GPCP indicates 3 maxima in 

rainfall along the AEW path, one over the Darfur 

Mountains and two maxima downstream, where 

the waves interact with the West African monsoon 

flow that brings a low level moisture supply from 

the Atlantic into the wave track. Between Darfur 

and the Gulf of Guinea a minimum in precipitation 

can be seen as the AEWs transit a relatively arid 

region.  

 

 

Figure 3. JJA mean precipitation for the period 1997-2007: GPCP, RCA35 forced by ERA-interim and the 

difference RCA35-GPCP. All values are in mm/day 

 

RCA captures these 3 regions of precipitation 

maxima, suggesting the basic processes controlling 

the evolution of AEWs are captured by the model. 

There is a clear positive bias in precipitation over 

the mountains of Darfur, which is again linked to 

excessive convective triggering. 

3.2 Mean Annual Cycle 

Figure 4 shows the mean annual cycle of 

precipitation, spatially averaged for the 4 regions 

outlined in section 1. Shown is the annual cycle 

averaged for the years 1997 to 2007 inclusive, with 

both daily mean intensities and a 50 day filter 
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passed through the raw daily precipitation data. 

This filtering is applied both to the observed and 

simulated data. Over the West African region, 

north of the equator (figure 4a), RCA3 captures the 

seasonal cycle of precipitation quite well, although 

there is a clear overestimate during the onset 

period of the rainy season (May to June), which 

can also be interpreted as the rainy season 

beginning too early in this region (by the order on 

1 month). Precipitation rates at the height of the 

rainy season (July to September) are well 

simulated as is the decay of the rainy season in 

October. Figure 4b shows the mean annual cycle 

further east, over central Africa. In this region RCA 

shows a better onset date for the rainy season, 

with a slight underestimate during the main part of 

the rainy season, again the decay of the rainy 

season is well captured. 
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Figure 4. Spatial Mean Annual Cycle of precipitation for the period 1997-2007 inclusive. Regions over which the 

spatial average is taken are shown in figure 1 and listed in section 1 of this report. 

Figure 4c shows the mean annual cycle of 

precipitation over south-east Africa, which is the 

region of maximum DJF precipitation shown in 

figure 2. In this region the annual cycle is extremely 

well captured by RCA, both in terms of timing and 

absolute magnitude, with moist conditions 

extending from December through to March, 

followed by a rapid decrease in precipitation to 

extreme dry conditions from May to November. 

Finally, figure 4d shows the mean precipitation for 

the same longitude region as figure 4b, but 

averaged south of the equator instead of to the 

North. A dual peak in precipitation can be seen in 

the observations, with relative maxima in April and 

December. This feature is evident in the RCA 

results also, although the decrease in precipitation 

between the two maxima is accentuated in the 

model results. The rainy season is seen to decay in 

late April in the observations, while in RCA this 

decay occurs too early.  In summary RCA appears 

to capture the majority of the features of the 

annual cycle of precipitation in these 4 regions of 

the African continent.  
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3.3 Latitudinal Progression of Precipitation and 

Inter-annual variability 

In this section we show the longitudinally averaged 

precipitation for regions 1 and 4 listed in section 1, 

plotted as a function of time of year for the 10 

years of the analysis period and as a function of 

latitude. From this one can assess the ability of RCA 

to represent both the rate and extent of the North-

South progression of the main wet and dry periods 

over these 2 regions, as well as analyse the 

representation of inter-annual variability in RCA. 

Figure 5 shows the latitudinal progression of 

precipitation averaged over the region 10°W to 

10°E and concentrates on the northern 

hemisphere where northward progression is 

associated with the onset and development of the 

West Africa monsoon (Vizy and Cook 2001). In both 

figure 5 and 6, the raw daily precipitation data has 

been smoothed with a 21 day running mean. Over 

this region of west Africa the main area of intense 

precipitation (rates greater than 8 mm/day) 

propagates northwards from the equator to 

around 12°N generally over the period March to 

July, with subsequent southward retreat 

associated with the decay of the west African 

monsoon over the period July to October. There is 

some indication in figure 5 that the observed 

intense precipitation (greater than 8mm/day) 

penetrates further north than seen in the RCA 

results, while weak precipitation rates (less than 

2mm/day) penetrate further north in RCA than in 

observations. With respect to the latter conclusion, 

one should be aware of the potential limitations of 

satellite based observations in detecting very low 

precipitation rates.  

The northward propagation of precipitation in RCA 

during the period March to July appears too rapid 

in figure 5, consistent with the mean annual cycle 

for this region shown in figure 4a. Similarly, the 

southward retreat of the monsoon rains also 

appears somewhat more rapid than seen in the 

observations. These caveats aside, the overall 

annual progression of the West African monsoon is 

reasonably well captured in RCA, as is the overall 

intensity of the rainfall. There appears to be little 

inter-annual variability of the West African 

monsoon over this period, either in observations or 

the model results. A longer integration covering at 

least the period 1960-2007 is likely necessary in 

order to evaluate the ability of RCA to represent 

the inter-annual variability of West African rainfall 

documented in the 1960-1990 period (Nicholson 

1980, Janowiak 1988). This is planned for the near 

future. 
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Figure 5. Latitude-Time cross-section of 21-day running mean precipitation averaged over for 10°W to 10°E. 

Observations are plotted on the top and RCA results below. 
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Figure 6 shows the latitudinal and temporal 

progression of precipitation averaged over the 

longitudes 25°E to 36°E. In this region of East Africa 

there is a weak maximum in precipitation around 

10°N during the Northern Hemisphere summer. 

Rainfall in this region and time of year at ~10°N is 

associated with African Easterly Wave activity 

downstream of the Darfur mountains. In figure 2 

we showed that precipitation was overestimated in 

RCA over the Darfur mountains due to excessive 

convective activity. This will likely result in the 

AEWs just downstream of Darfur being somewhat 

more intense than observed, hence explaining the 

excess rainfall simulated in this region and seen in 

both figure 2 and in figure 6 at ~10°N. 

During the period August to January precipitation 

is observed to rapidly propagate southwards in 

figure 6, with significant precipitation penetrating 

to 20°S by December. Over this longitude belt 

propagation from the equator to 20°S 

encompasses the mountain chains of Tanzania and 

Malawi. RCA accurately captures the rate and 

extent of the southward propagation, but 

overestimates the actual precipitation intensities, 

again likely due to excessive convective activity 

over the mountainous regions. It is also worth 

noting that in both figure 5 and 6, areas and time 

periods of minimal to zero precipitation are well 

simulated. 
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Figure 6. Latitude-Time cross-section of 21-day running mean precipitation averaged over for 25°E to 36°E. 

Observations are plotted on the top and RCA results below. 

 

4. Conclusions  

We have analysed the simulated precipitation over 

Africa from an integration of RCA3.5 forced by 

ERA-Interim boundary conditions for the period 

1997-2007. Our analysis suggests the model 

captures the majority of the observed components 

of precipitation over Africa, at least with respect to 

the annual cycle for a number of locations and the 

climatological distribution of precipitation across 

the African continent. The main area of 

disagreement is that RCA3.5 systematically 

overestimates precipitation over mountainous 

regions. While a portion of this overestimate may 

reflect deficiencies in the resolution of the GPCP 

observations, we are confident that this 

overestimate is a genuine model bias. An initial 

analysis suggests this is related to excessive 

triggering of convection in these regions. More 

research is required to fully understand and rectify 

this problem. The West African monsoon is 
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relatively well captured although both the 

northward progression and subsequent southward 

retreat of the monsoon appears to occur 

somewhat faster than in observations. The period 

1997 to 2007 appears too short to analyse the 

model’s ability to represent inter-annual variability 

of precipitation over Africa. To address this 

question we are now running RCA3.5 over the 

same domain for the period 1958 to 2007 using a 

combination of ERA40 boundary conditions 

(Uppala etal 2005) and operational ECMWF 

analyses. Furthermore, the same model domain is 

being employed to downscale Global Climate 

Simulations made by the HadCM3 (Gordon etal. 

2000) and ECHAM5 (Roeckner et al. 2006) models 

for the period 1950-2100, based on the A1B 

emission scenario. Results from these simulations 

will be reported on subsequently.  
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