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STATISTICAL FORECASTING OF SEA LEVEL CHANGES IN 
THE BALTIC 

by 

Ingemar Holmstram and John Stakes 
Swedish Meteorological and Hydrological Institute 

SU.MY.iARY 

By expanding sea level data from 6 Swedish observation 
stations inte empirical orthogonal functions a very 
simple picture of the response of the Raltic to atmo­
spheric forcing is obtained. It is found that not less 
than 65.5 per cent of the total variance is due toa 
general rise or lowering of the whole surface. The time 
scale corresponds to the time scale of large scale atmo­
spheric disturbances. This inderdependence has been used 
in order to establish a regression equation between sur­
face pressure fields and sea level variations which is 
used for prediction. In the statistical treatment ex­
tensive use is roade of the empirical orthogonal func­
tion technique. 

SAMMANFATTNING 

Genom utveckling av vattenståndsdata från 6 svenska· 
observationsstationer i empiriskt ortogonala funktioner 
har erhållits en mycket enkel bild av Östersjöns respons 
på atmosfärens inverkan genom vind och tryck. Inte mind­
re än 65.5 procent av den totala variansen representeras 
av en allmän höjning eller sänkning av hela ytan. Tids­
skalan är här av samma storlek som tidsskalan hos stor­
skaliga atmosfäriska störningar. Detta beroende har ut­
nyttjats för att bestämma sådana regressionsekvationer 
mellan lufttrycksfält och vattenståndsvariationer som 
sedan utnyttjas för prognoser. I den statistiska be­
handlingen har tekniken med empiriskt ortogonala funk­
tioner utnyttjats i hög grad. 
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1. 

2. 

1. 

INTRODUCTION 

For shipping along the Swedish coast of the Baltic, 
information on sea level and its variation has become 
more and more important. A major reason is here that 
merchant ships generally have increased in size with 
the result that for the larger ones, access to cer­
tain ports is only possible at normal or high sea le­
vel. At some passages ships pass over thresholds with 
only 20-30 cm free water under the keel. On such occa­
sions wind, waves and swell will naturally also in­
fluence the possibility for safe passage. To some ex­
tent the difficulties are also due to the secular rise 
of the land in the major part of Scandinavia. It has 
its maximum on the Swedish coast of the Sea of Bothnia 
where it is of the order of 1 cm per year. It will 
over not a too long period of tirne have con•siderable 
effect on the shipping . 

For planning the shipping and for operational purpose, 
forecast of sea level and sea level variations will 
obviously be of great economic value. For the Baltic, 
tidal variations of sea level are in this connection 
of little interest, they are only of the order of a 
few centimeters . The same is probably true also for 
sea level changes due to variations in river discharge . 
The dominating factors influencing sea level are sur­
face pressure and surface wind stress and since these 
can be predicted 2 to 3 days ahead, it should be pos­
sible also to make predictions of sea level changes . 

Two different methods are available fo~ this purpose. 
One isa numerical finite difference model of the Bal­
tic, forced by surface stress and pressure. The second 
isa purely statistical regression method. Both methods 
were tested for Lake Vänern and gave about the same 
accuracy in predicted values of sea level. However, 
with regard to complexity and to computer time . re­
quired for routine calculations, the statistical model 
was considerably more economic and it was therefore de­
cided to testa statistical model on the Baltic. 

COVARIANT SEA LEVEL CHANGES 

In order to limit the initial statistical treatment, 
data from only five sea level atations in the Baltic 
wer~ included in the first experiment. Taken from north 
to south, the stations are (see fig 1) Furuög~und, 
Ratan, Landsort, Kungsholmsfort and Ystad. In order 
to investigate at the same time a possiple interdepen­
dence with conditions on the Swedish west coast, a 
sixth station, Smögen, was added. 
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V 

Fig 1 Position of sea-level observation stations. 

Data were available for 00, 04, 08, 12, 16 and 20 hours 
local time. 

The period l June 1967 - 31 December 1970 or 1310 days 
with 7860 observations at each station was taken as a 
basis for the statistical analysis of the behaviour of 
the Baltic and for calculating regression coefficients. 
A second period, 1 January 1971 - 31 December 1973 or 
1096 days with 6576 observations at each station was 
retained as a test period. 

The basic data period from 1967 to 1970 was sufficient­
ly short for secular changes to be neglected. Substract­
ing an arithmetic mean, taken overall observations at 
each station, gave deviations in cm from normal sea 
level. These are denoted s. (t), i(=l , 2, ... 6) being 

1 

the station number counted from north to south (see 
fig 1) • 

In order to analyze the systernatic behaviour of the 
Baltic with respect to sea level changes, the functions 
si(t} were expanded into ernpirical orthogonal functions 

(e.o.f.). 
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The expansion had the form 

6 
(1) s. ( t) = L 8n ( t) hni ]_ 

n= l 

where the amplitudes 8n ( t) and the local response 

functions hni were determined from basic data to give 

the series an optimized convergence. It should be 
noticed here that the amplitudes Sn(t) do not depend 

on i and therefore are common for all stations. The 
expansion thus determines the extent to which sea le­
vel variations at different locations are covariant. 

Due to the requirement of optimized convergence the 
expansion (1) is doubly orthogonal so that 

( 2) = 6 f 8 2 (t) dt; nm n 

where we also have applied a normalizing condition 
on the response functions h .. ni 

Taking the square of (1), summing over i and inte­
grating over t we have, due to the orthogonality 

( 3) 
l 6 T 
GT L f si(t) dt 

i=l o 

l 6 T 
= T L f S~(t) dt 

n=l o 

where on the left hand side we have the mean variance 
of all data and on the right hand side the contribu­
tion to this variance from the different terms in the 
series (1). It is thus easy to calculate, in per cent, 
the relative contribution to the total variance from 
each term in the series. 

Results from these calculations are shown in fig 2 
where values of the normalized functions h . are plot-ni 
ted_at intervals corresponding to the geographical 
dis'tance between the stations. For these func.tions 
only point values are obtained. The lines drawn 
between the points do not indicate tha t _ linear inter­
polation is everywhere possible. They are drawn pure­
ly for illustrative purpose . 
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Fig 2 Normalized h .-functions. 
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To the right in the figure is also given the rela­
tive variance in per cent for each of the terms in 
the series as well as accumulated relative variance. 

It is seen that the first function hli covers not 

less than 65.5 per cent of the total variance. Thus, 
with reservation for the small number of stations, 
it seems that almost two thirds of sea level varia­
tions in the Baltic and on the west coast of Sweden 
consist of a simultaneous rising or lowering, most 
pronounced in the northern parts of the Baltic and 
least pronounced on the west coast. A covariance as 
large as this must naturally depend on a forcing 
that is characterized by a very large scale, a fact 
that will have to be taken into account when atmo­
spheric predictors in the regression scheme are se­
lected. 
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The functions h 2 i and h 3i, accounting for 22.5 and 9.3 

per cent respectively of the total variance, are very 
similar for the stations in the Baltic. The main dif­
ference is found at station nr 6 on the west coast 
which in h 2 i is out of phase and in h 3i in phase with 

stations 4 and 5. Thus, if station 6 had been excluded 
from the data, h 2i and h 3i would have been approxima-

tely replaced by one function only, representing some­
where around 30 per cent of the total variance and 
corresponding toa general north-south tilt of the 
Baltic. 

The functions h 4 i and hSi are small on the west coast 

a nd also small in the north. They represent 2.3 and 
0 . 3 per cent of the total variance and correspond to 
small scale variations in the southern part of the 
Baltic. 

Finally h 6i, representing only the remaining 0.1 per 

cent of the total variance, corresponds to even smal­
ler scale variations taking place in the Sea and Bay 
of Bothnia. 

It is in this connection instructive to look at the 
behaviour of the amplitude functions Bn(t). A sample 

over a period of two months is shown in figure 3. 
Since the functions h . are normalized the magnitude ni 
of the variations of the functions B (t) as seen in n 
the figure is representative for the contribution from 
each term in the series expansion (1) to sea level 
variations. It is seen that the amplitudes decrease 
considerably with increasing n but that occasionally 
amplitudes in higher modes may be quite large. It is 
also seen that the frequency increases with n, indi­
cating that the influence of small scale and more ra­
pid changes in the weather situations become more im­
portant as a forcing for the higher modes. 
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Fig 3 Sn(t}-functions over the period June-July, 1967. 

It is also instructive to look at long term variations 
of the amplitude functions. 

For this purpose daily mean values of Sn(t) for the 

entire period 1 June 1967 - 31 December 1970 are pre­
sented in fig 4. 
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Except for the year 1968 one can,in B1 {t) see the same 

yearly trend, as indicated by the broken line. The 
trend is, however, reversect during 1968 so that a long­
er series will be required for determination of a ty­
pical yearly trend. 

In order to investigate characteristic featur~s of 
the amplitude functions Bn(t) energy spectra have been 

determined from auto-covariance functions, calcu:ated 
fora ma~imum phase shift of 26 days. The limit here 
was determined entirely from practical reasons. 
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Fig Sb Frequency spectra for the function Sn(t). 

It is seen in fig Sa that the main part of the energy 
in 81 and 82 is found in frequencies that are typical 

for large or medium scale atmospheric processes. In 
forecasts of sea level variations it is therefore ne­
cessary to take these processes into account. In 83 
the.same holds true except fora very narrow and pro­
nounced peak at about 12h. Since h 3i hasa large value 

at station 6, this peak is believed to be the result 
of tidal·variations at the west coast of Sweden. 

It is first in 84 (note the difference in scale between 

Sa and Sb}, representing 2.4 per cent of the total 
energy, that we find a large part of the energy also 
in frequencies that may be related to external seiches 
as well as rather rapid atmospheric forcing. 
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3. 

10. 

Since the observations utilized in this investigation 
are taken only every four hours, the resolution is evi­
dently coarse in these intervals and it is not possible 
from the curves to determine typical frequencies wi th 
satisfactory accuracy. For this purpose a higher reso­
lution intime is evidently r~quired. 

PREDICTORS 

It has already been pointed out that the form of the 
function hli indicated the presence of a pronounced 

large scale forcing on the Baltic. It was therefore 
considered necessary, irr the choice of predictors, to 
include a large area for pressure and wind. The sur­
face pressure data required for prediction were taken 
from grid point values in a 7x7 grid in the routine 
nurnerical analysis and forecast medel of the Swedish 
Weather Bureau (see fig 6 and 7). 

For the same period, 1 June 1967 - 31 December 1970, 
these pressure data were also expanded into empirical 
orthogonal functions. The expansion had the form 

( 4} p.(t) = p. + Ea. (t) g. 
J J n nJ 

where j indicates grid point and pj. a local average 
over the period. 

The reason for substracting out a local mean of the 
surface pressure is that the local sea level mean, · 
which was separated out from sea level data~ ·naturally 
should correspond toa mean pressure and wind field. 

In the expansion (4) the gnj are again norrnalized func­

tions of position, determined from the pressure data, 
and after that considered as a known and unchanged or­
thogonal set. The first 8 functions are shown in fig 6 
and 7. The figures in the lower corner to the right 
give in per cent the relative part of each field of 
the total variance as well as the accurnulated rela-
tive variance. It is seen, as expected, that the con­
vergence is here rnuch slower than in the sea level data 
and in order to arrive at a variance reduction of 98 
per cent not less than 13 terms in the expansion were 
needed. In the figures isolines are drawn for an interva: 
of 0.5 units. 
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The numbers below the figures give the relative va­
riance in each mode . (In parenthesis accumulated rela­
tive variance) . 
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13 . 

. The advantage of expanding the surface pressure field 
into norrnalized surface functions and time varying arnp-·, 
litudes is easily seen if we appl y a finite difference 
gradient operator to both sides of the relation (4). 

We obtain 

Since the fields g . are deterrnined once and for all, 
IT\J 

their gradients are also fixed functions of the co­
ordinate~. Assuming a linear relationship between pres­
sure gradient and local wind as influenced by local topo­
graphy it is seen from (5) ~hat the arnplitudes arn(t) in-

corporate a determination of the wind field as well .as 
the pressure field. They are therefore suitable predic­
tors for the arnplitude functions Sn(t) in (1), from 

which local sea level changes may be calculated. 

Normally the stress excerted by the wind is set pro­
portional to the wind multiplied by its absolute value. 
This would imply that second order products of the type 
arn(t) lan(t) I should be used as predictors for stress, 

while first order v alues should be used in order to de­
scribe the influence of differential pressure. Since 
this would considerably rornplicate the calculation of 
the regression coefficients it was decided to test to 
what extent first order regression would be sufficient . 
An expected result would then be that small changes 
would be overpredicted and large changes underpredicted. 
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4. 

14. 

REGRESSION EQUATION 

Since sea level variations in the Baltic may imply 
transport of large masses of water through comparati­
vely narrow passages such as for instance, Öresund, the 
Belts and the Åland Sea it is to be expected that the 
response to varying pressure and wind is not immediate. 
Instead, sea level changes are probably to be considered 
as an integrated effect of wind and pressure variations 
over a period of a certain length. It was therefore con­
sidered necessary to include also past values of the 
a-functions in the regression scheme. 

One may also expect that, given a specific sea level 
situation, the Baltic will require a.certain time to 
go back to normal, possibly through damped oscilla­
tions. Due to the difficulties to determine response 
functions when the system is continuously subject to 
varying forcing it was considered easier to take this 
effect into account by including also past values of 
Sn(t1 among the .predictors. 

We denote byt the time at which the sea level fore­
cast is issued and by t+m 16t the time for which it is 

to be valid. Routine surface pressure analyses and 
forecasts are cnly available for 00 and 12 GMT and it 
was therefore necessary to take 6t = 12h. Furthermore, 
routine surface pressure forecasts are at present only 
roade up to 48 hours ahead and m1 could therefore only 

be given the values 1, 2, 3 or 4. 

For prediction of Bn(t+m16t) the following predictors 

were used 

a. Sj(t-m6t) where 0 

over the past few 
level data at the 
of covariances it 

~ 1m ~ m
0

, corresponding to .S-values 
' days and derived from observed sea 

six stations. From the behaviour 
was decided to make m

0 
= 6, inde-

pendent of the value o~ m1. 

b. aj(t-k6t), where O ( k ~ k1 corresponding to a-values 

derived from observed surface pressure fields <luring 
a past period. For different values of m1, k 1 has 
also been given different.values in order to save 
computer time. 

c. a. (t+röt) where O ~ r ~ m1, corresponding toa-
J 

values derived from predicted surface pressure 
fields. For large m1 , k 1 in b had to be reduced 
and the procedure adopted was to make m1 + k1 = 7. 
Thus for long forecasts, past pressure influence was 
only taken into consideration toa limited extent. 
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Preliminary tests clearly showed that linear regres­
sion would give very poor results in predicting s 5 and 

s 6 . Since these functions correspond only to 0.4 per 

cent of the total variance, no further attempts were 
made to establish prediction equations for these. It 
was also indicated that they would be of little value 
as predictors and they were therefore excluded from 
further computations. 

High order surface functions gnj in the expansion (4) 

of the pressure field in general showed small scales 
and corresponding a (t} functions a high frequency. n 
Their influence on sea level changes was therefore 
assumed to be very small and in the choice öf pre­
dictors the expansion (4) was therefore truncated at 
n = 13, giving on basic data a residual variance of 
2 per cent. With the !imitations mentioned above the 
regression equation for which the coefficients A and B 
had to be determined from the period of basic data had 
the following form 

13 m 1 

sn ( t+m16t) = L }: A.a.(t+m6t) 
i=l k nim 1 ro=- l 

4 m 
0 

+ L L B . S. (t-rn6t) 
i=l rn=0 nim 1 

Of course all these predictors carry a considerable 
amount of redundant information and the system of equa­
tions for determination of A. and B . , both func-nim nirn 
tions also of rn 1 , is almost singular. In o:--der to ar­
rive at a useful regression equations it w~s therefore 
necessary to orthogonalize the predictors. This was 
roade in the rnost efficient way, i.e. by expanding 
a. (t+m6t) ands. (t-m6t) into a common set ~f empirical 

l. l 

orthogonal functions, preceded by a norma.~ .. zation. The 
amplitudes in this expansion, truncated at ~9.1 per 
cent of the variance corresponding to 91 terms, were then 
used as predictors and corresponding regression coef­
ficients determined from data for the period 1 June 
1967 - 31 December 1970. 
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5. 

16. 

RESULTS 

In calculating regression coefficients a choice had to 
be made between using predicted surface pressure fields 
(a MOS method) or using observed data. Since the model 
used at the Swedish Weather Bureau was planned to be 
changed considerab ly during the near future ~he MOS 
rnethod was considered inappropriate at the time of this 
investigation. 

Observed surface pressure analyses have therefore been 
used for calculating the necessary regression coeffi­
cients as well as for control calculations during the 
test period. 

Since forecasts of sea level are bas~d on prediction 
of the amplitude functions 8n(t), to be introduced in 

the series expansion (1), it is of particular interest 
to test in the first instance the prediction of B (t). 
Results are shown in fig B. n 
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40 

50 
12 36 48 60h 

rig 8 Increase of residual variance with prediction 
time for Bn, n=l-4. 

Observed pressur e data from the test period, 1 January 
1971 - 31 December 1973, have here been used to simu­
late pressure forecasts. 
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The figure shows for forecast periods up to 60 hours 
t~e extent to which the .observed variance in 81 , 82 , 

8
3 

and 8
4 

is covered by the prediction and how the 

residual (unpredicted) variance increases. It is seen 
that 81 is well predicted, the unpredicted variance 

being less than 6 per cent fora 60h forecast. As could 
be expected the accuracy in the prediction decreases 
for higher order S-functions. 

It is also seen that the error in s2 , s3 or s4 levels 

out after 12 hours, indicating that the surface pres­
sure influence on these functions is rather imrnediate 
and not very cumulative. 

As a second test on the method, sea level forecasts have 
been roade for the 5 stations in the Baltic for 00 and 
12h on each day of the test period. The distribution 
of errors in 24-hour forecasts is shown in fig 9 for 
the station Furuögrund. The reason for the uneven 
distribution of the errors may be the fact that the 
same mean sea level value has been used for this period 
as for the basic data period while, in reality, a land 
rise of the order of a few centimeters should have been 
taken into account. 

10•1. 

60. Furuögru nd 
. 1971-1973 

50 

,o 
. 
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Fig 9 

Error distribution 24-hour forecasts at Furuögrund 
based on correct pressure data. 
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Furuögrund 

18. 

For all five stations the results in the form of r.m.s. 
errors from the test period are shown in fig 10. The 
curves indicated by 1 g{ve the increase in r.m.s. error 
for persistence forecasts. Curves 2 give the increase 
in error if forecast surface pressure fields are used 
to calculate a-values in the regression equation. Cur­
ves 3 give the error if observed pressures are used in­
stead of predicted and thus presupposes correct pressure 
forecasts. 
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cm 
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3 4 5 

1. R.ms. water level change 
2. R.ms. error, predicted pr~sure 

3. R.m.s. error; observed pr.ssure 

R.m.s. forecast errors from test 
period. 





SMHI, RMK 9 (1978) 19. 

6. 

In these cornputations pressure data have been utilized 
up toa forecast period of 48 hours. The extension of 
the curves up to 5 days has been roade with no pressure 
data available for the period 48-120 hours. The pur­
pose has here ·been to deterrnine if sea level forecasts 
for an extended period could be of any value even if 
surface pressure predictions were not available. The 
answer here is rather negative. It is seen that in gene­
ral the r.rn.s. after 2 days increases at alrnost the 
same rate as in the persistence forecast. 

CONCLUSION 

The investigation presented here has shown that it is 
quite possible to use a linear regression scheme for 
predicting sea level changes in the Baltic, utilizing 
forecast values of surface pressure over a rather large 
area. Since the total computer time required fora fore­
cast is very small, (less than 20 seconds CPU-time on 
SAAB D23), the method can be used operationally. How­
ever, a number of irnprovernents, sirnplifications and ex­
tensions are possible. A list of these is given belnw, 
in some cases together wi th a short discusi, i r ,n Si the 
implica tions or the methods to be 11s.::.•1 , 

a. In this first experiment the calculations have been 
rnade utilizing only five stations in the Baltic. An 
extension to other places will certainly be required 
if the method is to be used in routine forecasting. 
This will require a mapping of the functions h . along 

nJ. 

the coast lines of the Baltic. This can be done in 
various ways. 

The regular behaviour of the functions, so far deter­
rnined, indicates that linear interpolation should give 
rather satisfactory results except in the vicinity of 
large variations in bottom topography. As a second al­
ternative one rnay use the S-functions determined in 
this investigation and their orthogonality in order to 
extend the h-functions to new stations. Finally, as a 
third alternative, one may make a complete recalcula­
tion of the eigenfunctions, utilizing data from all 
available stations. Since the influence of bottom topo­
graphy and specially treshold areas on the form of the 
h-functions is not well known the linear interpolation 
method is not considered very satisfactory. The second 
method will therefore be tested since the third alter­
native will involve a considerable amount of calcula­
tion. 
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b. 

c. 

d. 

20. 

In the regression equations determined here the pre­
dictors certainly carry a considerable amount of re­
dundant information and the resulting singularity was 
only avoided by orthogonalizing the predictors in a 
rather arbitrary way. The method also had the result 
that unimportant predictors could not easily be found 
and excluded. One indication of this may be seen in 
fig 10 where the curves 2, giving the r.m.s. error pre­
suming correct pressure forecasts up to 2.5 days, after 
this point show an increase in error of about the same 
rate as the persistence forecast. A probable interpre­
tation is that past sea level data are unimportant as 
predictors, except possibly for ~4 , s5 and s6 . I~ should 

therefore be possible to reduce considerably the number 
of pr~dictors. 

From the resul ts, e·specially the form of h .. , it seems 
l. J 

likely that the Baltic toa certain e~tent behaves as 
part of a much larger system, i.e. a "fjord" with its 
boundary situated between southwestern Norway and Scot­
land. The scale -of the system is then comparable to the 
synoptic one. It may therefore be necessary to include 
a larger area of surface pressure predictors in order 
to determine more accurately the sea level variations 
in the Baltic : If this extension is roade it may also 
be possible to include sea level variations in the 
North Sea, an area which here has been left outside 
most of the computations. In such a case the program 
must take tidal variations into account. 

For reasons already given, the "perfect prog method0 has 
been used. When a new model has been introduced anda 
sufficient arnount of forecast statistics has been col­
lected, it would be more appropriate to use a MOS method. 
An interesting alternative to this is to separate the 
rnethod into two parts,1 the first one a statistical cor­
rection to the model output and th€ second a perfect 
prog method for the parameter of interest. A preliminary 
investigation a few years ago clearly indicated the fea­
sibility for statistical corrections of model output and 
the obvious gain is that, . in case of changes in the mo­
del, corrections are required in only one statistical 
program. 
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