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1 Introduction

Accurate precipitation measurements are essential to improve scientific understand-
ing, and to develop forecasting systems to both warn of hazards and enable the
optimisation of management procedures. The role of precipitating clouds in climate
is fundamental in studies of climate change at the global, regional and local scale.
Rain is a key component of the hydrological cycle yet is poorly observed in many
areas, particularly over the oceans and large sea areas such as the Baltic (Browning
1990).

Meso-scale weather svstems, which result in most of the weather manifestation af-
fecting human activities, are forced either by the large-scale flow or by the lower
boundary. Thus, it is necessary that this forcing should be correctly specified if a
good weather forecast is to be obtained. The primary response of the atmosphere to
forcing occurs through condensation of water, and the consequent release of latent
heat. Hence a detailed specification of the three-dimensional moisture distribution is
required for the accurate prediction of the meso-scale response to forcing. In partic-
ular, the three-dimensional specification of rainfall enables latent heating to be input
to numerical models, thus providing a modification of the initial state variables. The
result may have a significant impact upon future forecasts, and therefore must be
understood in some detail. Precipitation data, at much increased spatial and tem-
poral resolution, are therefore needed as an essential element of model initialisation
procedures, and to verify numerical model studies of meteorological systems and
climatic dvnamics.

Unfortunately, small errors in the observations used to make weather forecasts can
cause large errors in the forecasts themselves (Stensrud and Fritsch 1994). Some-
times quite complex feedback mechanisms between precipitation, soil moisture and
surface fluxes lead to unexpected outcomes. The water budget of the Baltic Sea re-
mains uncertain and its determination is limited to analysis and modelling activities
where coastal weather station data are extrapolated out over the Baltic (Rubel 1998;
Omstedt et al. 1997; Rubel 1996). Indeed, it is not clear whether net precipitation
(precipitation minus evaporation) is positive or negative over the sea area. De-
tailed spatial and temporal measurements of precipitation and other meteorological
variables are needed to clarify these uncertainties (Rutgersson et al. 2000).

Precipitation is the primary input to hydrological forecasting procedures. A wide
range of numerical models has been developed to relate continuous measurements
of net precipitation to river flow. Some models make use of river catchment inte-
grated precipitation, whereas others require such information over small areas within
individual river subcatchments (Collier 1996). Whilst the accuracy with which pre-
cipitation measurements are needed is very important, it needs to be specified with a
knowledge of the hydrological characteristics of the river catchment being modelled.
Reproducibility in space, time and quantitative accuracy is very important since
consistent error characteristics are the basis of sound model calibration. Without
wide area measurements of precipitation, river flow cannot be predicted with any
certainty. Clearly accurate precipitation estimates over lakes and the Baltic Sea are
essential if the whole Baltic basin is to be modelled successfully (Graham 2000).



BALTEX, the Baltic Sea Experiment, has been established during recent years, as
one out of five continental scale experiments within the Global Energy and Water
Cycle Experiment (GEWEX), which is guided and permanently monitored by the
World Climate Research Programme (WCRP). The general aim of the BALTEX
is to investigate the energy and water budgets within the Baltic Sea water catch-
ment area and their dependencies on external forcing by the global atmospheric
and oceanic circulation, to develop coupled comprehensive models including the at-
mosphere, the land surface with vertical and horizontal hydrological processes, the
Baltic Sea and the ice. The general objectives include also development of trans-
portable methodologies for such studies over other larger river drainage basins on
the globe.

The details of the BALTEX programme are described in the Initial Implementa-
tion Plan (BALTEX 1995). The BALTEX strategy makes intensive use of avail-
able ground- and satellite-based information and of modelling capabilities which
have been developed in several of the participating countries. The consistent use of
weather radar to achieve the objectives of BALTEX is clearly defined (Brandt et al.
1996) and is the responsibility of the BALTEX Working Group on Radar (WGR).
In the frame of GEWEX and BALTEX the improvement of precipitation analysis
through a dedicated BALTEX Radar Network (BALTRAD) will be beneficial also
for medium and long-term climate prediction, climate impact studies, improvement
of observational techniques and networks design, as well as environmental aspects.

Satellite remote sensing techniques alone cannot provide reliable precipitation obser-
vations at high latitudes. Rain gauges are almost unavailable over the sea. Weather
radars are the only sensors which are able to provide precipitation observations, with
high spatial and temporal resolution, simultaneously over both land and sea. The
activities of the BALTEX WGR have lead to the establishment and operation of the
BALTEX Radar Data Centre (BRDC) at the Swedish Meteorological and Hydro-
logical Institute (SMHI). The BRDC is designed to collect data from those radars
in and proximate to the Baltic Sea and it’s drainage basin (BALTRAD), to process
these data into series of homogeneous products, to dissiminate these products to
BALTEX data users, and to archive all data and products. These activitites are
a major contribution to the BALTEX Main Experiment, called BRIDGE, with its
Base-Line Period taking place from October 1, 1999 to February 28, 2002.

1.1 Objectives
The objectives of this report are summarized in the following points.

® to briefly present the BALTEX WGR,

® to present the current state of the BALTRAD network and those institutes
providing data to the BRDC,

® to present those products comprising the datasets generated for BRIDGE, and



e to present and discuss those methods being used to generate the BRDC prod-
ucts.

The focus of this report is to document the state of the weather radar activities in
BALTEX. The methods presented in Chapters 3-7 are done so without elaborated
reviews of the state of the art within each area of research. The use of references to
the literature is thus deliberately conservative.

The report is targeted towards users of BRDC products. While the use of jargon
specific to the research field is inevitable, an effort has been made to present some
of the fundamental characteristics of radars and radar data to new users such that
they may find it easier to start working with the products.

A number of areas requiring future research are also outlined.



2 The BALTEX Working Group on Radar and
the BALTRAD Network

2.1 BALTEX WGR

The BALTEX WGR was established by the BALTEX Scientific Steering Group as
a part of the experiment’s infrastructure, and its terms of reference are presented in
BALTEX (1995). The operative objectives of the WGR do not differ significantly
from the terms of reference and can be summarized in the following points.

¢ to promote the use of weather radar as a prime wind and precipitation obser-
vation system within the framework of BALTEX,

® to coordinate the use of weather radar in BALTEX,

* to encourage the establishment of a Radar Data Centre for use during the
BALTEX Main Experiment (BRIDGE),

® to define those radar-based products to be generated and archived at the
BRDC, and distributed to BALTEX Data Users,

to conduct research and development on improving the quality and quantita-
tive use of those radar-based products generated at the BRDC,

¢ to meet regularly and keep updated on the status of weather radar in the
BALTEX Region, and

to inform the research community of its activities.

The activities carried out by the BALTEX Working Group on Radar (WGR) have
resulted in a radar network which operates in near-real time under the umbrella of
BALTEX. This is the BALTRAD network, previously presented and describe'd });»'
Koistinen and Michelson (1997) and Michelson et al. (1999). The characterls.tlcs
of these radars, and the institutes operating them, are updated from these previous
works in the following sections. The information is summarized in Figures 2.1-2.2

and in Table 2.1. The following sections present those institutes and radars which
contribute to BALTRAD and the BRDC.

2.2 Norway

The Norwegian Meteorological Institute (DNMI) operates the national network of
weather radars. This network presently consists of two nodes: Oslo and Hege-
bostad, located outside the capital city and on the south coast, respectively. Radar
Hagebostad has been operational since the beginning of May, 2000. Both radars
operate at C-band (5.6 GHz) and both have Doppler capability.



The manufacturor of Radar Oslo is Ericsson. This radar operates both in non-
Doppler and Doppler modes. The maximum operational ranges these modes is
240 and 120 km, respectively. Data from this radar are made available within
NORDRAD (Nordic Weather Radar System) in the radar’s Gnomonic projection.
The software used on this radar is Ericsson’s EWIS system.

Radar Heegebostad is manufactured by Gematronik and was installed during the
second half of 1999. It is the first such radar to be delivered with a digital re-
ceiver. Doppler capability is enabled to a maximum operational range of 240-250
km. Gematronik’s RAVIS software operates this radar and its Rainbow software

generates its products.

DNMI has planned an expansion of the national network and more nodes may appear
during the course of BALTEX.

2.3 Finland

The Finnish Meteorological Institute (F'MI) operates the national network of weather
radars, which currently consists of seven nodes. Of these nodes, one, Radar Rovaniemi,
consists of a Russian MRL-5 non-Doppler radar operating at X-band. The software

running this radar is Ericsson EWIS.

The other six radars all operate at C-band and are made by Gematronik. The
antenna controllers, signal processors and software systems are, however, made by
Sigmet Inc. The Sigmet RVPG is the signal processor and the IRIS software runs the
radars. All these radars have Doppler capability to a maximum operational range

of 250 km.

Data from these radars are made available in each radar’s Gnomonic projection.

Radar Rovaniemi is in the process of being replaced by a new Gematronik radar.
The location will be slightly different and the new site designation is Luosto. A
Sigmet RVP7 digital receiver and signal processor will operate on this new radar,
which is scheduled to be operational during 2000.

2.4 Sweden

The Swedish Meteorological and Hydrological Institute (SMHI) and the Swedish Air
Force jointly operate the Swedish weather radar network (SWERAD). These radars
are all manufactured by Ericsson, they all operate at C-band, and they all have
Doppler capability. Their characteristics are similar to those given for Radar Oslo
in Section 2.2, with the clarification that the radar at Stockholm-Arlanda is one of
the earliest Ericsson radars and contains a slightly different configuration.

The SWERAD nodes may undertake a “reshuffling” during BALTEX. Starting dur-
ing 2000, a new node (also an Ericsson) may appear near the town of Angelholm, in



the southwest roughly at the same latitude as Rada.tr Karlslfrona.dOélcg th;\sI élréii 22]1)1:;311;
place, Radar Géteborg may be moved to a more 1nla.1nd site an abeiiveen noping
may be moved to the north to cover the gap in national coverage A
Ostersund and Kiruna. Alternatively, a new or other used ra.Lda.r ma.}lr'1 e

the north. These plans are not yet definite and may be subject to change.

2.5 Denmark

i y istin
The Danish Meteorological Institute (DMI) operates a n'atlonal net\nozl;:ro;si;snl ai
of three Ericsson, C-band radars. Radar Copenhagen 1.s.the ;}a}tmet Eer oration @
Swedish Radar Arlanda and does not have Doppler capability. €o

i in Section
have Doppler and characteristics similar to those given for Radar Oslo
2.2.

i \ORDRAD
Data from Radars Copenhagen and Sindal are provided tgtglfg{i[t)hsei\w(gi. o
infrastructure although they are not actually part of the NO
from Romg are provided through the Internet.

i bk,
DMI also has plans to reshuffle their radars. A new node 1; pla;lz,l:ccll tl:?l;;hl—elzoisland
Sealand. Once this has taken place, Radar Copenl_lagen may 7 (le)msub'ect to change.
of Bornholm. Again, these plans are not yet definite and may be J

2.6  Germany

The German Weather Service (DWD) operates a national network CodnSl?I?gt}?:
a mix of radars from different manufacturors which operate at C-band. Fo sed:
purposes of BALTEX and the BRDC, data from four of these radars are used:
Hamburg—Fuhlsbiittel, Rostock, Berlin-Tempelhof, and Dresden.

Radars Hamburg and Berlin are both made by Enterprise Electrqmcs Co;]:. (IE;EiJSe)(i
Radar Hamburg does not have Doppler capability, whereas Berlin szs R[;;;tOCk ,
in 1999 with a Sigmet RVP7 digital receiver and signal processor. Radar Lostock 19
made by Gematronik and contains a Sigmet RVP6 signal processor, mucd loed
current Finnish radars. However, all of these radars run RMV so(fltware elz; stzﬁe,d
by the DWD. Maximum operational range is 230 km. Radar Dresden was

it i i i d ith
and configured during the second half of 1999; it is again a Gematronik radar w
a Sigmet RVPg signal processor.

Data exchange between the DWD and BRDC takes place through the ETR lines

i the BRDC have
presented and described below in Section 2.9. Products received at the
a horizontal resolution of 2 km.









Table 2.1: Summarized characteristics of BALTRAD radars.

| Node | Place | Lat. | Lon. [ Height (m) | Hardware [ Software | Band | Doppler | Operator | Since |
Norwegian
OSL | Oslo 99.858 | 10.387 458 Ericsson EWIS C Y DNMI 1992
HGB | Hegebostad | 58.355 | 7.158 631 | Gematronik | Rainhow | C Y DNMI 1999
Finnish
KOR | Korpo 60.128 | 21.646 61 Gematronik IRIS C Y FMI 1997
VAN | Vantaa 60.271 | 24.873 83 | Gematronik IRIS C Y FMI 1993
IKA | Ikaalinen 61.767 | 23.080 154 | Gematronik IRIS C Y FMI 1993
KUO | Kuopio 62.862 | 27.385 268 | Gematronik IRIS C Y FMI 1995
ANJ | Anjalankoski | 60.904 | 27.111 139 | Gematronik IRIS C Y FMI 1993
UTA | Utajarvi 64.774 | 26.323 118 | Gematronik IRIS C Y FMI 1997
ROV | Rovaniemi 66.608 | 25.844 209 MRL5 EWIS X N FMI 1988
Swedish
KKR | Karlskrona 56.300 | 15.610 122 Ericsson EWIS C Y SWERAD | 1990
HEM | Hemse 57.240 | 18.390 56 Ericsson EWIS C Y SWERAD | 1990
GBG | Goteborg 57.720 | 12.170 164 Ericsson EWIS C Y SWERAD | 1988
NKP | Norrkoping | 58.617 | 16.117 o7 Ericsson EWIS C Y SWERAD | 1983
ARL | Arlanda 59.660 | 17.950 75 Ericsson EWIS C Y SWERAD | 1986
LEK | Leksand 60.723 | 14.880 458 Ericsson EWIS C Y SWERAD | 1994
HUD | Hudiksvall 61.572 | 16.716 388 Ericsson EWIS C Y SWERAD | 1992
OSU | Ostersund | 63.175 | 14.454 465 Ericsson | EWIS C Y | SWERAD | 1995
OVI | Ornskoldsvik | 63.640 | 18.400 522 Ericsson | EWIS C Y | SWERAD | 1991
LUL | Lulea 65.550 | 22.133 35 Ericsson EWIS C Y SWERAD | 1993
KIR | Kiruna 67.710 | 20.622 646 Ericsson EWIS C Y SWERAD | 1996
continied on next page
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| Node | Place

| Lat. | Lon. | Height (m) [ Hardware ]|

Software | Band | Doppler | Operator | Since |

Danish

SIN Sindal 57.489 | 10.136 93 Ericsson EWIS C Y DMI 1994
CPH | Copenhagen | 55.6 12.62 5 Ericsson EWIS C N DMI 1986
ROM | Rgmg 55.173 | 8.552 10 Ericsson EWIS C Y DMI 1992
German

HAM | Hamburg 53.623 | 9.998 46 EEC RMV (DWD) C N DWD 1990
ROS | Rostock 54.174 | 12.059 35 | Gematronik | RMV (DWD) | C Y DWD | 1995
BLN | Berlin 52.479 | 13.389 80 EEC RMV (DWD) C Y DWD 1991
DRE | Dresden 51.121 | 13.765 250 | Gematronik [ RMV (DWD) | C Y DWD | 2000
Polish

LEG | Legionowo 52.4 20.967 125 MRL5 IMGW XS N IMGW 1991
KAT | Katowice 50.142 | 18.726 357 | Gematronik Rainbow C Y IMGW | 1995




2.9 Network communications

The NORDRAD collaboration has been operational since 1993 (Carlsson 1995) and
presently manages the exchange of radar products among DNMI, SMHI and FMI.
Data products provided within the NORDRAD collaboration have horizontal reso-
lutions of 2 km and 1 km. This is based on the assumtion that non-Dopper data is
produced at 2 km resolution and Doppler data at 1 km. While most products are
exchanged in the NORDRAD file format, wind profiles are being exchanged using
an inofficial version of the BUFR code being developed within the frameword of the
Operational Programme for the Exchange of Weather Radar Information (OPERA
1999). The international exchange takes place through permanent lines using the
DECnet protocol. Bandwidth varies between 9.6-64 kbit/s. Exchange of data be-
tween DMI and SMHI uses these lines and the NORDRAD infrastructure.

The European Centre for Medium Range Weather Forecasting (ECMWTF) has a
network of permanent lines between it and its member states. Bandwidth varies but
is commonly 64 kbit/s. Using TCP/IP based protocols, the ECMWF has developed
a system called Electronic Transfer Routing (ETR) with which it is possible to
exchange data between member states, relayed though tbe ECMWEF. This ETR
service is used for the purposes of data exchange between the DWD and BRDC.

During 2000, some of the operational exchange will be re-routed to the new Regional
Meteorological Data Communication Network (RMDCN).

For exchange of data from FMI, IMGW, and data from DMI’s Radar Rome, the
regular Internet is used with different solutions; password protected ftp is used, as
is the Secure Shell from SSH Communications Security Ltd. The Polish data is

transferred manually from the IMGW in Legionowo.
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3 Radar Reflectivity Factor Images (DBZ)

The overall objective is to create a set of homogenous products, designated “DBZ”,
containing radar reflectivity factor (dBZ) which can be used as a basis for generating
higher level products.

Each BALTRAD radar produces scans of data in polar coordinates (elevation angle,
azimuth angle and slant range) and these have different configurations depending
on a given radar’s hardware, software and operator. A prerequisite for dealing with
networked radars is being able to transform these polar data to a common cartesian
projection. After a brief description of the projection systems used at the BRDC,
and a short introduction to common cartesian representations of radar data, follows

a presentation of how radar data from different sources are homogenized at the
BRDC.

3.1 Cartographic projections

There are a number of different projection systems being used by those institutes
contributing data to the BRDC, and by the BRDC itself. These are shortly pre-
sented here. All of the projections are described in detail by Evenden (1995). An
appropriate reference on projections is Richardus and Adler (1972).

A Gnomonic projection is an azimuthal projection type meaning that it is based on
Projection to a plane tangent to the earth’s surface. Gnomonic projection is also
known as Gnomic and Central, and it is neither conformal nor equal area. Gnomonic
projections are commonly used with radar data, since the radar’s location is suitable
as the point tangent to the earth’s surface. It is also a projection which is well-suited
when transforming from polar to cartesian coordinate systems. In order for the use
of this projection type to be meaningful, a specific Gnomonic projection must be
defined for each radar. This eliminates the ability to use Gnomonic projections when
compositing radar images. Within the NORDRAD system, Gnomonic images from
eacl.l raflar are defined as a basic product which can then be transformed to other
projections for generating higher level products such as composites.

The BRDC uses a Lambert azimuthal equal area projection when creating its image
pr9ducts. As the name suggests, this projection is azimuthal and equal area. The
point tangent to the earth’s surface is defined as 20°F,60°N which is located cen-
jcrally in the BALTEX Region, in the Aland islands. An advantage of this projection
is that it allows for area} integrations of a given variable, due to its equal area nature.
A coverage area in this Lambert projection has been defined for each BALTRAD
radar (Figure 2.2 and Table 2.1) based on the coverage of its corresponding polar

coordinate system. Examples of these coverage areas are provided in the following
sections.

The DWD provides its data in a Polar Stereographic projection centred at the north
pole, a central meridian of 10°F and a latitude of true scale at 60°N. A stereographic

12



projection is another azimuthal projection type. It is conformal, meaning that shapes
are correctly represented.

All projections used for storing BRDC products use a spherical earth model with
an earth radius of 6 370 997 m. The projection used by the DWD assumes an earth
radius of 6 370 000 m.

All BRDC image products have 2 km horizontal resolution and 8-bit depth. Maxi-
mum range is 240 km unless otherwise stated.

3.2 Cartesian representations of radar data

There are many ways of representing radar data on cartesian surfaces. This section
serves to provide a brief introduction to the most common types of 2-D products,
since the terminology will be used in subsequent parts of this report.

A Plan Position Indicator (PPI) is the simplest of these products, where a single
polar scan of data is transformed to a regular cartesian grid. Figure 3.1a illustrates
how data from such a scan are located in relation to a cartesian plane along the
earth’s surface. This Figure also illustrates so-called % earth radius radar beam
refraction, which is commonly assumed for radar. A brief presentation of radar

beam refraction is given in Section 4.2.1.

A Constant Altitude PPI (CAPPI) contains only those polar data which are defined
as being located at a specified altitude. It can be seen as a horizontal slice through
the polar volume parallel to the sea surface. Due to the normal refraction of the
radar beam, a CAPPI will contain data from several scans. This technique is often
used at low altitudes (e.g. 500 m above the radar) to reduce permanent ground
clutter echoes proximate to the radar. There are several ways of defining how to
select polar data based on the specified altitude, the most common of which is to
use a nearest neighbour algorithm in areas between where the main axes of the
lowest and highest beams intersect the specified altitude (Figure 3.1b). Henja and
Michelson (1999) developed an improved strategy where a full 3-D interpolation is
conducted; for each cartesian pixel, a horizontal search radius is specified in terms
of the output cartesian grid’s spacing, and a vertical search distance is specified
in terms of a multiple of the given radar’s beamwidth. This strategy insures that
data are interpolated consistently in the horizontal plane and vertically according
to normal radar behaviour. Some of the institutes operating BALTRAD radars use
the nearest neighbour algorithm in their operational software; others use some form

of 3-D interpolation.

A Pseudo-CAPPI can be defined as “a CAPPI or the closest thing to it”. In other
words, it is a combination of PPI and CAPPI techniques, where the PPI technique
from the highest scan is used close to the radar, the CAPPI technique is used
where polar data exist at the specified altitude, and the PPI technique is again used
from the lowest scan at the most distant ranges (Figure 3.1¢c). The Pseudo-CAPPI
technique is often used in operational environments since it provides images with

13
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The data from DMI are first despeckled before being transformed to Lambert projec-
tion using a nearest neighbour algorithm. Following that, all reflectivity values are
reduced by 5 dBZ. This is a result of a programming error in the Ericsson calibration
software which was discovered as a part of a study commissioned by NORDRAD
(Dahlberg 1996). The error has been corrected in Norwegian and Swedish radars,
but not in Danish radars. This step is conducted while generating the DBZ product
in order to homogenize the values from all BALTRAD radars to a common level.

3.8 DWD

Four-bit OPERA BUFR-coded data from German radars arrive through the ECMWF’s
ETR service. These products are designated “PL” by the DWD and are described
in Schreiber (1998). Briefly, this image product is extracted from a three dimen-
sional cartesian volume containing reflectivity factor (dBZ) values; the volume’s
dimensions are 400 x 400 x 12 km and the projection is the polar stereographic
one presented in Section 3.1. Input data to the cartesian volume is a 20-scan polar
volume. The PL product consists of so-called ground view, side and top projections.
The ground view contains the echoes closest to the surface. If there are no or invalid
(ie. clutter marked) data in the lowest height level, a valid echo is searched for
in higher levels up to a given maximum height (that used operationally is 6 km).
During the extraction process the horizontal resolution is reduced from 1 x 1 km to
2 x 2 km and the strongest echo of the four pixel is taken for the coarse resolution
pixel. The fourth of the four bits is used for denoting clutter. The side and top
projections are also known as side panels and these contain the maximum reflectiv-
ity factor value for each km of height in the north-south and east-west directions,

respectively.

In processing the PL product at the BRDC, a mask is first used to determine which
image areas are located within the 230 km maximum range of DWD'’s radars, since
no such information is found in the BUFR files. Everything beyond this range is
deemed void of data. The image is then transformed to Lambert projection using a

nearest neighbour algorithm before being despeckled.

The PL product (in BUFR) contains quantized precipitation intensity (mm/h) data
which vary according to summer and winter. The intensity levels from November
1 to March 31 are 0.002, 0.4, 1.9, 8.1, 35.0, and 150.0 mm/h. From April 1 to
October 31, the lowest intensity is instead 0.06 mm/h. Up to November 14, 1999,
the BRDC used a lowest intensity of 0.1 mm/h regardless of season, since this is
the value provided in the BUFR files. From November 15 to December 1, 1999 the
seasonal lowest intensity is used regardless of the BUFR files’ contents. Using the
adjustment method described later in this section, it was discovered that the lowest
intensity levels for both summer and winter were both too low to make the results
of the adjustment meaningful. As a result, the lowest intensity is once again 0.1

(mm/h) as of December 2, 1999.

The Z-R relation used by the DWD is Z = 256 R'*? and the intensities are converted
to reflectivity factor (dBZ) using this information when generating the DBZ product.
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3.9 IMGW

The BRDC receives data from Radars Legionowo and Katowice through the Internet
at 10 minute temporal resolution and in OPERA BUFR code. These times are
matched to the 15 minute DBZ product resolution such that data valid for 20 and
50 minutes past the hour are used at 15 and 45 minutes past the hour, respectively.
The products from these two radars differ and are described seperately.

The product generated by Radar Legionowo is a 700 m Pseudo-CAPPI which has
been quality controlled for clutter and anomalous propagation echoes according to
the methods presented in Moszkowicz (1995). Horizontal resolution is 4 km and the
precipitation intensity values (mm/h) are quantized into 139 levels ranging from 0.1
to 400 mm/h. Maximum operational range is 240 km.

The product generated by Radar Katowice is a so-called MAX-CAPPI which con-
tains the maximum value in the vertical dimension, regardless of scan, for each
cartesian pixel in the output grid. Horizontal resolution is 1 km and precipita-
tion intensity values (mm/h) are quantized into 14 levels ranging from 0.1 to 205.1

mm/h. Maximum operational range is 200 km.

The Z-R relation used by the IMGW is the classic Marshall-Palmer (Z = 200R'*®)
(Marshall and Palmer 1948). The precipitation intensities are converted to reflectiv-
ity factor (dBZ) using this relation before being transformed to Lambert projection
using a nearest neighbour algorithm. The images are then despeckled (Section 3.3)

before being saved to disk.
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Table 4.1: Spatial and temporal characteristics of the DBZC product.

Projection Lambert azimuthal equal area
Horizontal resolution 2 km

Temporal resolution 15 min

Width (pixels) 815

Height (pixels) 1195

Lower (S) left (W) corner (lon) 6.748°

Lower (S) left (W) corner (lat) 47.478°

Upper (N) right (E) corner (lon) 36.243°

Upper (N) right (E) corner (lat) 69.172°

within NORDRAD, which is based on that presented by Andersson (1992a). Here a
coarse-resolution digital elevation model (DEM) is used to derive the distance from
each pixel in each input image to the earth’s surface. This information is combined
with each radar’s beamwidth for each composite pixel. For Radar Norrkoping. an
inventory of blocked and partially blocked sectors provides additional information.
The compositing algorithm blends the information and arrives at one input pixel
value for each output pixel in the composite.

The compositing algorithm used at the BRDC is the “minimum distance to earth”
(MDE) one, which is third in the above list. A DEM from the United States Ge-
ological Survey (USGS 1999) is used, its horizontal resolution being around 1 km,
and its vertical resolution being one m. Using this DEM, the distance from each
pixel in each input image to the earth’s surface can be calculated.

What follows is a brief presentation of commonly assumed radar beam refraction and
how knowledge of it can be used to derive the distance to the surface information

used in compositing.

4.2.1 Radar beam refraction

This subsection’s content is condenced from Watson (1996); the topic is dealt with
comprehensively by Kerr (1951). Electromagnetic waves would travel in straight
lines if the atmosphere were homogeneous. Since the permittivity of the atmosphere
(€) is stratified, electromagnetic wave propagation is not straight. The atmosphere’s
refractive index (n) is related to the relative permittivity such that n? = ¢,. The
radio refractive index

N =(n-1) x 10° (4.1)
is often used instead of n since small changes in n, caused by different atmospheric
water vapour contents, can cause large changes in electromagnetic wave propagation.

Given the height of a ray above the earth’s surface (k), the radius of the ray curvature
(r), and the vertical refractive index gradient (dn/dh), the horizontal angle of the
path (#) to a given point may be expressed as

1 1dn

- = ;d—hcos& (4.2)
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As will be presented in the following, the same concept can be applied to removing
“false precipitation” in radar imagery.

Simple thresholding of satellite temperatures has been used in the past to identifv
potential rain-bearing clouds, but this method becomes problematic if the coverage
area contains different climatic regimes since each regime would require a unique
threshold. Ebert and Weymouth (1999) instead use expected minimum surface
temperatures, based on climatological data, together with Geostationary Meteoro-
logical Satellite (GMS) brightness temperature composites. The difference between
the surface and brightness temperatures is the basis for identifying areas of no rain
and areas with potential for rain.

At the BRDC, this concept has been applied using brightness temperatures from the
Meteosat platform available every 30 minutes and hourly 2-m temperatures analyzed
with SMHI’'s MESAN (Mesoscale Analysis) system (Héaggmark et al. 1997). .The
analysis domain is illustrated in Figure 5.1. MESAN uses the method of optimal
(or statistical) interpolation (Daley 1991) to analyze various variables. F01T the 2-m
temperature analyses, the first guess consists of a postprocessed forecast field f.rom
the HIRLAM numerical weather prediction model (Kéllén 1996) or the previous
analysis should the forecast field be unavailable. A structure function which is based
on the relationship among temperature, water content and altitude above sea level
is used in the interpolation (Haggmark et al. 1997). MESAN fields are interpolated
to a rotated lon/lat grid with a resolution of 0.2°.

Meteosat-b IR data is received at SMHI, calibrated, navigated, and rectified to a
polar stereographic projection using the VCS system (VCS 1995). The output area
covers northern Europe with a pixel size of 8 km. No corrections are made to Fhe
image content for errors associated with the sensor’s oblique viewing angle at high
latitudes, This temperature imagery is rectified to the MESAN 2-m temperature

field’s grid using bilinear interpolation.

Since Meteosat data is available every 30 minutes and MESAN every hour, th’e
matching of data is done such that Meteosat data from the bottom of each hour is
matched to the MESAN data from the top of the same hour. If no MESAN field is
available for the given hour, then the previous hour’s field is used if available.

Potential areqs with precipitating clouds (AT = 0) are identified if any of the fol-
lowing conditions are met:

T2m - T8 Z 20
AT =0,{ Ty, < —5°C (4.9)
T, < 0°C

where T, is the 2-m analyzed temperature and 7T} is the satellite’s brightness tem-
perature. Otherwise AT = 1.

When matching DBZC products with the AT mask the composites from 0 and
15 minutes past the hour are matched with the mask at the top of the hour; the

composites from 30 and 45 minutes past the hour are matched with the mask at the
bottom of the hour.
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All radar echoes where AT = 1 are removed. These echoes are not flagged; they
Just receive the equivalent “no echo” value which is equal to the lowest reflectivity
factor value.

4.4.1 Method performance and limitations

The basis for a discussion of the AT mask’s performance is a case from June 10,
1999 at 13:00 UTC, illustrated in Figure 4.4. A low with small-scale showers, centred
between Denmark and Norway, was moving slowly southwards. The radar imagery
from this case contains a number of noteworthy features. At the time, FMI’s radar
data were not subject to any Doppler processing; the images from Finnish radars
thus contain significant ground clutter, system noise and anomalous propagation
echoes from the Estonian coast. The Swedish radars also contained some clear air
echoes and the Latvian and Lithuanian coasts can be discerned from Radar Hemse
(Figure 4.4d). Two-metre temperatures are relatively high in southern Finland and
mid-Sweden (Figure 4.4b), while brightness temperatures are also relatively high
(Figure 4.4a).

As can be seen in the the AT mask and the filtered composite (Figure 4.4c and e),
the method is successful in identifying most of the false precipitation. The difference
threshold of 20° results in a limited proportion of spurious echoes remaining while
a small amount of genuine precipitation from the low in southwestern Scandinavia
is also removed. This may indicate a need to use a more conservative threshold,
since it may be considered more important to retain precipitation at the cost of also
keeping more false precipitation.

This method contains a number of limitations which should be brought to light.
The horizontal resolution of the Meteosat and MESAN data are much coarser than
that of the radar imagery. This makes small-scale convective precipitation difficult
to treat properly, since such convective cells may only fill part of a Meteosat pixel.
The result is an increased risk that such genuine precipitation be removed. Com-
pounding the problem is the coarser nominal resolution of the satellite data with
increasing latitude, along with geometrical offsetting of clouds due to the sensor’s
oblique viewing angle. While the frequency of small-scale convection is lower with
increasing latitude, this issue should be kept in mind since the southernmost part of
the BALTEX Region is at around 49°N, where significant convection is known to
take place during summer.

The issue of climate plays an important role as well. A prerequisite for the method
to work is that the 2-m temperature is higher than the satellite’s brightness tem-
perature. This is often not the case during the colder seasons where snow and
ice-covered surfaces are common. During such conditions it can be impossible to
discriminate between clouds and the earth’s surface based on temperature informa-
tion; this problem is well known even with much higher resolution satellite data,
with several spectral channels (Karlsson 1996). Even in less extreme situations,
the temperature difference may simply not be large enough for for the method to
work, which is why it is combined with the two conservative static thresholds as
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5 Systematic Correction of Gauge Observations

Precipitation gauges are commonly viewed as providing accurate point measure-
ments. There are, however, a number of well-known error sources which can strongly
influence their accuracy. According to Ferland et al. (1996) these error sources are:

e wind error

e evaporation error

e wetting error

e splashing/drifting error
® site error

e instrument error

e observer and unforeseen errors

The largest of these problems is the wind (flow distortion) error, especially in snow
where losses can be high despite many gauges being equipped with wind shields.
Together with the evaporation and wetting errors, it constitutes the most serious
of the systematic errors. It is vital that such errors are corrected prior to the
measurements’ use in quantitative applications. The errors in the measurements
risk otherwise being propagated to the applications using such measurements.

If an inventory of the characteristics of each gauge site is properly conducted, then
information on systematic factors influencing the quality of gauge measurements
can be used to correct such measurements. While this may have been done on the
national level in one or more countries in the BALTEX Region, it certainly has not
been done in all of them. The implication is that a systematic correction applicable

to datasets for the BALTEX Region cannot be conducted using detailed information
on each gauge site.

An implementation of the Forland et al. (1996) Dynamic Correction Model (DCM)
has been carried out at the BRDC which makes use of operationally analyzed fields
produced by SMHI’s MESAN (Mesoscale Analysis) system (Héggmark et al. 1997)
along with 12-hour gauge observations available from the synoptical weather station
network (SYNOP) at 6 and 18 UTC each day. Since the BRDC does not operate
in real time, the use of MESAN fields which are valid for the same times as BRDC
products is feasible. It should be noted, however, that the implementation of the
DCM could also work with such fields produced an hour earlier or with forecast fields
produced from the HIRLAM numerical weather prediction model (K&llén 1996). The
DCM implementation is presented in the following.
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Table 5.1: Gauge types and shields used operationally in the BALTEX Region. Note
that the default gauge tvpe for other countries than those listed here is Hellmann.

Gauge type | Shield tyvpe | Country

SMHI Nipher Sweden, Norway

Geonor Alter Sweden

H&H-90 Tretyakov | Finland

Hellmann None Denmark, Germany, Poland, Other

Tretvakov Tretyakov | Russia, Estonia, Latvia, Lithuania, Belarus, Ukraine

Table 5.2: Daily evaporation loss constants for each gauge tvpe (mm/day). These
values are divided by 24 to arrive at hourly losses.

Month SMHI | H&H-90 | Hellmann | Tretyakov
January 0.02 0.03 0.01 0.03
February 0.03 0.04 0.02 0.04
March 0.04 0.06 0.03 0.05
April 0.12 0.20 0.04 0.22
May 0.10 0.04 0.09 0.13
June 0.15 0.05 0.15 0.15
July 0.15 0.05 0.16 0.15
August 0.10 0.05 0.08 0.10
September | 0.05 0.04 0.02 0.05
October 0.03 0.03 0.01 0.03
November | 0.03 0.03 0.01 0.03
December 0.02 0.03 0.01 0.03

Table 5.3: Wetting constants per case (mm/12 hours) for each gauge tvpe and pre-
cipitation phase. These values are divided by the number of hours with precipitation
er 12 hour SYNOP term.

Precip. phase | SMHI | H&H-90 | Hellmann | Tretyakov
Liquid 0.07 0.13 0.14 0.14
Solid 0.02 0.05 0.10 0.09
Mixed 0.06 0.11 0.18 0.14

Table 5.4: Gauge constants for liquid and solid precipitation for each gauge type
and case (mm/12 hours).

Precip. phase SMHI H&H-90 | Hellmann | Tretvakov
Liquid —0.05 ~0.05 0.0 -0.05
Solid Gy —0.08871 | —0.07556 0.04587 | —0.04816
Solid 3, 0.16146 0.10999 0.23677 0.13383
Solid B, 0.011276 | 0.012214 | 0.017979 | 0.009064
Solid 33 —0.00877 | —0.007071 | —0.015407 | —0.005147
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5.1 Gauge types in the BALTEX Region

et al. (1996) conducted their study with gauges used operational.ly in t'he
i:?)ildailcl:dregion. %iubel) and Hantel (1999) implemented the DCM for correcting daily
gauge measurements and extended its use to the BALTEX Region. Th.es<-a gauges :fxrl(:
the SMHI, Geonor, H&H-90, Hellmann, and Tretyakov, the characterlstl(.:s of whic
are given in Table 5.1 along with the countries which use therp. While Sweden
uses both SMHI and Geonor gauge types, the DCM implementation presented here
assumes that all Swedish gauges are of the SMHI type.

Daily evaporation loss constants for each gauge type are found in Table'5-2, we;itmcgl
constants for each gauge type are found in Table 5.3, and gauge coefficients define
in the next Section are found in Table 5.4.

5.2 Dynamic Correction Model

The Forland et al. (1996) DCM estimates the corrected precipitation P, as
Pe=k-(Pn+ APy + APg) (5.1)

where k is the correction factor,

Py, is the measured precipitation,

APy is the wetting loss according to Table 5.3, and
APg is the evaporation loss according to Table 5.2.

In determining k the precipitation phase must be taken into account, fmd SO k for l.lq-
uid and solid phases have been defined. The correction factor for liquid precipitation
ki is given by

ki = ezp[-0.00101 - in(I) - 0.012177 - v, - In(I) + 0.034331 - v, + 0.007697 + ¢| (5.2)

where 7 is the rain intensity (mm/h),
vy is the wind speed (m/s) at gauge height, and
¢ is the gauge coefficient given by Table 5.4.

For solid precipitation, the correction factor k; is

k. — ) explBo + B g+ Bo-T+Bs-vg-T), g Z }8 m/s (5.3)
*= 1 10, vy < 1.0m/s
where §; are the gauge coefficients given in Table 5.4,

vy is the wind speed (m/s) at gauge height, and
T is temperature (°C).

Note that this equation (5.3) was established using a data se.t where 1.0 < v, g
70m/sand T > —19°(C. This makes the validity of Equation 5.3 unknown in

Stronger winds and/or colder temperatures. The equations’ sensitivities are pre-
sented and discussed in Section 5.4.
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Given situations with mixed phase precipitation, the correction factor k,, becomes

(re-ky+rs-ks)
(Tl + 7's)

km = (5.4)
where k; and k; are the correction factors for liquid (Eq. 5.2) and solid (Eq. 5.3)

precipitation and r; and rs are the precipitation amounts in liquid and solid form,
respectively.

5.3 Input variables

The difficulty in implementing the DCM is in getting ahold of the variables it re-
quires. In applying the DCM to 12-hourly SYNOP precipitation sums, each site
commonly reports temperature and wind speed, yet valid only for that point in time
when the measurement is made. Not all of these sites report more frequently than
every 12 hours, which makes the determination of temperatures and wind speeds,
not to mention rain intensity, for the duration of each 12-hour SYNOP term difficult
if they are solely based on point observations. The DCM implementation carried
out by Rubel and Hantel (1999) assumes access to a high density network of climate
stations; in correcting precipitation measurements from this dataset, those stations
lacking DCM variables take them from the closest station with them. If, however,
analyzed fields are available at regular intervals instead, they provide an easily man-
agable and internally consistent alternative. The variables can be taken from the
corresponding pixel in the analyzed fields. Stations outside the analysis domain
remain, however, uncorrected. The MESAN domain is illustrated in Figure 5.1.

The hourly MESAN temporal resolution implies that each given 12-hour SYNOP
term can be broken down into hourly components, where correction factors can be
derived and applied to all components where precipitation occurs. The final 12-hour
precipitation becomes a sum of corrected hourly precipitation sums, each derived
according to Equation 5.1.

Based on this strategy, the derivation of both the rain intensity (I) and the hourly
precipitation sum (P;) for each hour in the term (mm/h) become simply

Pr

12
31, Pres; > 0.1
=1

IP,=

where P, is the analyzed precipitation sum (mm) for each hour in the term
according to MESAN. While it may seem odd to use a precipitation analysis, valid
for the same point in time as the gauge observations, to correct the gauge sums
which then could be used in an analysis, it should again be pointed out that the
lack of a real-time constraint allows this. Also, the input data to hourly MESAN
precipitation analyses comes largely from other observation systems. In a real-time
scenario, I and P; could be derived from forecast fields, they could be estimated
from previous MESAN analyses, or radar images could be used.
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Figure 5.1: The operational MESAN domain in grey. Horizontal resolution is 0.2°

on a rotated lon/lat grid. SYNOP stations and the Baltic Sea’s catchment area are
also illustrated.
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In deriving the proportion of snow in measured precipitation, a relationship between
the surface wet bulb temperature (7},) and proportion of snow has been derived in

MESAN, based on a large body of synoptical observations from January-March,
1995, as

1.0, Tiw < —0.21
Psnow = § 1.0 — e LSS .91 < T, < 2.42 (5.6)
0.0, T > 2.42.

T}, is an analyzed MESAN variable. The T}, thresholds -0.21 and 2.42 represent
99% and 1% snow contents, respectively. This method of determining the proportion
of snow is used in this implementation of the DCM.

Wind speeds operationally analyzed in MESAN are done so for the height of 10 m.
The bias is determined between MESAN wind speeds for the latest hour of the given
12-hour SYNOP term and the measured winds reported at that SYNOP term: the
MESAN winds are adjusted according to this bias. The WMO (1994) logarithmic
wind reduction equation is given as

vy = (log(hzp)) - (log(Hz) - (1 — 0.024a) - vy (5.7)

where £ is the gauge height (m) above the ground,

2o is the roughness length (m),

H is the height of the wind speed measurement (m),

vy is the wind speed (m/s) measured at height H, and

a is the average vertical angle (degrees) of obstacles around the gauge.

Assuming a common gauge height A = 1.5 m, an average roughness length zp = 0.25
m, the analyzed wind speed height H = 10 m, and @ = 1 (unknown), this wind
reduction reduces to a constant factor 0.49, which is used in this implementation.

The remaining input variable is temperature, where the MESAN 2 m temperature
is used.

5.4 Sensitivities of the correction equations

In order to evaluate the performance of this DCM implementation, a number of
tests can be carried out which serve to describe and illustrate the behaviour of the
equations. The goal is to determine the magnitudes of the correction factors given
different meteorological conditions.

For the purposes of these tests, the constants in Table 5.4 for the SMHI gauge type
are used. Also, a common surface pressure of 1000 ~Pa is assumed and all values of
P, are valid for 12 hours.

The first test is to determine the influence of temperature on k, given constant wind
speed (1.1 m/s) and different values for P,. Relative humidity is set to 90% and
the temperature interval is from -2 to 5°C. The results are illustrated in Figure 5.2
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Figure 5.2: Correction factor (k) as a function of temperature (T) for different
precipitation sums (P,,).

where it can be seen that k is only marginally affected by temperature given weak
wind conditions. The shapes of the curves are determined by the proportion of
SNOW (Pine,,) which is derived from the wet bulb temperature (T;,). The maximum
variation in k, around 10%, applies to the highest measured accumulation.

Another factor influencing k is the precipitation intensity (/) in liquid phase. Ass-
ming all liquid precipitation the influence of I on k can be determined for different
temperatures. This is illustrated in Figure 5.3 where it is clear that I influences k
about as much as T does. The only real differences in k occur between 1 and 3°C.
At temperatures at or greater than 4°C, I causes differences in k up to around 7%.

The wind error is known to have the greatest influence on gauge measurements
and it is therefore of interest to determine how this influence is corrected with this
DCM implementation. This was tested by assuming a constant P, of 5 mm and
deriving k for various wind speeds (v,) and temperatures. These results are shown
in Figure 5.4, confirming the extreme differences in k given different conditions. In
-10°C and 20 m/s winds, the method assumes that over 99% of the precipitation
(blowing snow) misses the gauge, and this compensation increases with increasing
wind speed. At temperatures at and above 5°C and wind speeds of 20 m/s, the
correction assumes that just over 50% of the precipitation has missed the gauge,
but this correction is nowhere near that applied to lower temperatures. For lower
wind speeds, these plots correspond well to that prepared by Ferland et al. (1996)
for the SMHI gauge type. This confirms that the most important error is the flow
distortion error and that its correction is based on wind speed.
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Figure 5.3: Correction factor (k) as a function of precipitation intensity (I) for
different air temperatures (T).
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Figure 5.4: Correction factor (k) as a function of wind speed (v,) for different
temperatures (T'). Note the difference in scale between the two plots.
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6 Accumulated Precipitation (RR)

This product, designated RR, is based on individual DBZ products described in
Chapter 3 and gauge observations corrected according to the method presented in
Chapter 5. The RR product is designed to contain the highest quality observation-
only based precipitation analysis at the original high resolution provided by BAL-
TRAD radars.

This Chapter presents the method used to generate the RR product, along with
the characteristics of the product itself. The overall objective of the method is
to preserve the spatial detail in radar data while adjusting it quantitatively using
gauge observations, the idea being that a gauge adjustment will minimize the bias
between radar and gauge data and minimize the range dependency on the radar
measurements. In areas of relatively high gauge density, the gauges will influence
the adjustment more; in areas with low gauge density, the overall relation between
gauges and radar will have the greatest influence on the final adjustment.

6.1 Temporal integration periods

Both three and twelve-hourly RR products are generated. The three-hourly products
are generated for 0, 3, 6, 9, 12, 15, 18, and 21 UTC, whereas the twelve-hourly
products are generated for 6 and 18 UTC which corresponds with the 12-hourly terms
used with global synoptic observations (SYNOP) exchanged through the Global
Telecommunications System (GTS).

6.2 Area definitions

The RR product projection is, like the other products, the Lambert Azimuthal Equal
Area projection presented in Section 3.1. Two product areas are defined which
correspond with the three and twelve-hourly analyses. The three-hourly analyvses
are generated to the DBZC composite area whose image geometry is summarized
in Table 4.1. The twelve-hourly analyses incorporate SYNOP data and so an area
covering the Baltic Sea’s drainage basin has been defined. The image geometry of
this area is summarized in Table 6.1.

6.3 Gauge radar adjustment background

The methods used to adjust radar sums with gauge data are based on research con-
ducted in various places over the last several decades. Originally, Barnes (1964) pre-
sented a method for objective analysis (interpolation) of variables to two-dimensional
regular grids. Barnes (1973) improved the method and its efficiency for use with
time-series data. Brandes (1975) applied this method together with radar data and
introduced some enhancements. A few years later, Koistinen and Puhakka (1981)
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Table 6.1: Spatial characteristics of the 12-hourly RR product. The characteristics
of the 3-hourly RR product are given in Table 4.1.

Projection Lambert azimuthal equal area
Horizontal resolution 2 km

Width (pixels) 835

Height (pixels) 1134

Lower (S) left (W) corner (lon) 10.136°

Lower (S) left (W) corner (lat) 48.511°

Upper (N) right (E) corner (lon) 43.050°

Upper (N) right (E) corner (lat) 67.896°

improved upon Brandes’ implementation in ways which will be explained later in
this Chapter. Common to these methods is that they are based on a spatial ad-

justment of a relationship based on the gauge-to-radar ratio (G/R). A review of
1(:hese and other methods for gauge adjustment of radar data is provided in Barbosa
1994).

Following Koistinen and Puhakka (1981), there a number of assumptions which have
to be made when conducting a gauge adjustment of radar data. These are:

e Gauge measurements are accurate for the gauges’ locations. By subjecting
gauge observations to the systematic correction presented in Chapter 5, the
quality of these observations can be considered high.

® Radar successfully measures relative spatial and temporal variabilities of pre-
cipitation. This issue encompasses the problems of identifying and removing
spurious echoes caused by clutter, anomalous propagation, insects, birds, the
sun, military jamming, chaff, etc. The use of Doppler processing where avail-
able, combined with quality control using the mask based on analyzed 2-m
and satellite temperature information (Chapters 3-4), renders radar data with
higher quality than if these methods were not used. This should lead to higher
quality gauge adjusted results.

* Gauge and radar measurements are valid for the same locations in time and
Space. This is not true. Gauges provide point values and radars provide
spatial integrations often at significant heights above the earth’s surface. This
assumption must nevertheless be made and the issue is dealt with implicitly
when deriving relationships between G /R and distance from the radar.

¢ Relationships based on comparisons between gauges and radar(s) are valid for
other locations in space and/or time. Little is known of this issue but it is
an assumption which must be made in order to be able to conduct the three
hour. analyses, since these are based on adjustment factors determined for the
previous 12-hour analysis.

Most .pre%vi.ous G/R-based gauge adjustment techniques have been applied to data
from individual weather radars and high density gauge networks. For the purposes
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of BALTEX, it has been necessary to conduct gauge adjustment using data from
a network of radars and a relatively low density gauge network (SYNOP). The

five primary innovations of the adjustment technique applied at the BRDC can be
summarized in the following points.

e Radar sums are managed as composites.

¢ Individual radar sums are subjected to a preliminary adjustment to normalize
their content to a common level throughout the network. This step is also
designed to minimize the bias between radar and gauge sums at each radar
site due to systematic errors such as differences in calibration..

e G/R point pairs are collected in a moving time window to ensure a large

enough sample such that the risk of overfitting in the relation with distance is
minimized.

e A second order polvnomial between log(G/R) and distance from the radar is
the basis for the adjustment, whereas Koistinen and Puhakka (1981) based
their adjustment on a linear relation.

e The gauge adjusted radar sums are integrated with results of an optimal in-
terpolation of corrected gauge sums in areas without radar coverage.

The methods are presented in more detail in the following sections.

6.4 Accumulated precipitation from radar

Radar precipitation sums are generated for each individual radar, using the DBZ
products. Three-hourly sums are integrated into individual images for generating the
three-hourly analysis. These three-hour sums are in turn used when generating the
twelve-hourly analyses. The reason for summing individual radars is that any given
radar in a large, heterogeneous network can malfunction and not provide data for
a given 15 minute interval. This means that many areas in a composite containing
summed precipitation may contain data from more than one radar if the DBZC
products are summed. As will be presented later in this Chapter, the knowledge
of which pixel in a given sum composite originates from which radar is imperative,
since preservation of the svstematic errors inherent to each radar’s data is initially
desired. A simple and efficient means of insuring that this knowledge is retained
when creating these sum composites is to first create sums for each radar and then
composite them. This is what has been done when generating the RR product, as
systematic errors inherent to each radar’s data are preserved.

6.4.1 Three hour sums

For creating the three-hourly sums, all DBZ images from each radar are collected for
the given three hour period. Each one of them is then quality controlled using the
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method involving the AT mask presented in Section 4.4. In conducting this step,
the AT mask, in its original coarse-resolution rotated grid, is transformed to each
radar’s area using a nearest neighbour algorithm before being applied. The idea
behind this is to minimize the errors to areal precipitation accumulations which are
caused by spurious echoes.

Each quality controlled image is then converted from reflectivity factor (dBZ) to
precipitation intensity (mm/h) using a static Z — R relation. For colder months
(October-March) the relation is Z = 400R?°. For warmer months the relation is Z =
200R'3. For the given three hour period, an average precipitation intensity image
is derived which is then multiplied by three to arrive at three-hourly accumulated
precipitation. The only constraint in deriving the average intensity is that at least
75% of the possible input images (9 of 12) must be available. Otherwise, that
individual radar is rejected.

Once the three-hourly sums for each radar have been derived, they are composited
using the MDE algorithm presented in Section 4.3.

It should be noted that no sums are generated using data from Radars Norrképing
and Luled, and these radars are thus excluded from the RR product. This is due to
significant problems with blocked and partially blocked sectors from these radars.
associated with poor siting, which have not been treated. Excluding them from the
RR product is a drastic measure yet it is thought that using them would lead to
lower quality products.

6.4.2 Twelve hour sums

Twelve-hourly sums consist of those three-hourly sums comprising each twelve hour
period for each radar. The only constraint is that at least 75% of the input three
hour sums (3 of 4) must be available. Otherwise, that individual radar is rejected.

Once the twelve-hourly sums have been derived for each radar, they are composited
using the MDE algorithm presented in Section 4.3.

6.5 G/R point pairs and their relationship with distance

The gauges used for adjusting radar are those available on-line through SYNOP,
within a geographical quadrilateral defined by south-western coordinates 3°FE /45° N
and north-eastern coordinates 45°E/73°N. The number of gauges varies between
1100-1200, only a small fraction of which observe precipitation during a given 12-
hour SYNOP term.

Since the fundamental relationship between G/R and distance® is based on a second

'Where previous works have derived relationships between G/R and slant range (the atmo-
spheric distance from the radar), the method presented here relates G/R with the distance along
the earth’s surface from the radar, which is slightly different. No significant difference in these two
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order polynomial, it is important that the sample of G/ R point pairs be large enough,
and that their distances be spread throughout the possible range of distances (0-240
km). If this is not ensured, then any derived relations may be physically unrealistic
vet statistically significant. An attempt at avoiding this type of overfitting has been
made by collecting G/R point pairs throughout a moving seven-day time window
and using these to derive the relationship with distance. Point pairs with gauges
values under 0.5 or radar sums under 0.1 mm are excluded beforehand. The physical
reasoning for this relationship with distance is due to the need for a generalized
treatment of the vertical reflectivity profile. Seven days is a sufficiently long period to
obtain enough point pairs to calculate a reliable relation most of the time. However,
periods during which totally different air masses influence the region will lead to
unrepresentative vet unharmful relations, due to the temporal averaging effect.

For each 12-hour SYNOP term, the relation between F' = log(G/R) and distance
(r) is derived such that
F.=a+br+cr’ (6.1)

where coefficients a, b and ¢ are determined using a least squares fit. The motivation
for using a second order polynomial is that doing so enables non-linear relations. An
example of such a situation is where a melting layer (or bright band) would cause a
minimum in log(G/R) at a significant distance from the radar (Figure 6.2). While
such relations are more statistically than physically based, they still allow a more
realistic fit than would be the case if linear relations were used.

The distance information is taken from a distance composite (R; ;)) which is gener-
ated based on those radars which have contributed to a given 12-hour sum composite.
So, for each 12-hour sum pixel, there is a co-located distance value. The radar sum
values used when deriving F, are the corresponding pixel values to each SYNOP
gauge location; no spatial averaging or “best fit” of the radar sum to the point
location is conducted.

Using the coefficients derived according to Equation 6.1, a quality control of the
individual observations is conducted whereby they receive a weight according to
their quality. The quality is determined by comparing each observed value with its
corresponding F, value such that

L, 29| < o
gg=19 1—(lzl = 1), 0<|zg| <20 (6.2)
0, |24 > 20.

where ¢ is the standard deviation, z, is the normalized residual given by

_FK-F
o g

2g (6.3)
where F), is each log(G/R) value, and F, is the average log(G/R) value. Observations
where g, = 0 are rejected and a new F; is calculated using the quality controlled
point pairs. This quality control procedure is illustrated in Figure 6.1. It is slightly

approaches’ results should be noticed.
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1999-10-16 at 18:00 UTC

log(G/R)
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Figure 6.1: Derivation of F, and quality control of point pairs collected from a seven-
day period. Quality weights (q) decrease linearly between one and two standard
deviations (s). The quality controlled relation (QC) differs marginally from the
original (Orig) in this case.

d.iﬁ'erent from the approach taken by Koistinen and Puhakka (1981) in that they
simply rejected observations outside a given confidence interval.

A new F, is calculated using the quality controlled point pairs.

At this point the significance of the relation is evaluated using a Student’s t-test and
a'95% confidence interval. If significant, the coefficients a, b and ¢, along with the
dls_tance composite mentioned above, are used to create a spatial field containing
adjpstment factor as a function of distance (Fri,j)- 1f not significant, then there is
no influence from distance and so F), is instead used as a constant.

:A‘n analysis of the spatial decorrelation distance is also derived using the temporally
Integrated Fy observations. This is conducted such that all observations’ distances
to ea.Lch other are calculated and points are grouped into 10 km intervals up to a
maximum of 200 km. For each 10 km interval, the explained variance (72) among
all.observations is determined. The decorrelation distance (D) is then estimated as
twice the distance at which 72 = 1 /e. This is arrived at through linear interpolation
of the 72 values from the two nearest quantized distance intervals.

Before continuing with the derivation of the spatial adjustment factor field, only
those N observations from the latest SYNOP term are retained; all others from the
seven-day integration period are removed.
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6.6 Spatial adjustment factor field

A modified Barnes’ analysis of a spatially variable adjustment factor field (F(; ;) is
performed. The adjustment factor for each pixel in the field becomes a weighted
mean of N observations such that

N N
Fug) = ley(i,j)Fg/ (leg(i,j)) (6.4)
9= =
according to Brandes (1975). The weighting function wy; ;) is analytically derived
as

Wq(i,5) = exp(—’fﬁ(i,j)/%(i,j)) (6.5)
where 74(; ;) is the distance between pixel 7, j and observation g, and k is the so-called
filtering parameter.

Before the actual Barnes’ analysis can be carried out, a number of spatial variables
must be determined.

The first of these variables is the filtering parameter k which is used to control
the degree of smoothing. Brandes (1975) used constant values but Koistinen and
Puhakka (1981) pointed out that doing so is only effective if the gauge density is
constant. Since the mean spacing within most gauge networks is highly variable, the
use of a constant k leads to loss of information in areas with high gauge density and
artificial noise in areas with low gauge density. Koistinen and Puhakka (1981) thus

allowed k to vary in space as a function of observation density, and their approach
has been used here as well.

An estimate of the local observation density for each pixel in the analysis grid is
determined as

Dyiij) = \/@p(ii) /P (6.6)
where a,(; ;) is the area of a circle including p observations around pixel , j. Gi\.fen
p = 5, the estimate lies within 80-120% of the real observation density, assuming
locally constant gauge spacing, which can be considered acceptable. The quality
of the point pair values should also be taken into account in determining this esti-
mate; this is done such that ap(;,;) becomes the area of a circle which includes those
observations whose qualities (Equation 6.2) sum to at least p.

The next task is to derive a matching field containing 4k(; ;) values using the local
observation density in D,; ;. This is calculated through

4k(i,j) = _/\%i,j)ln(fsl)/“'2 (6.7)

where A ;) = 2D, ;), but is never smaller than twice the grid spacing. The §' pa-
rameter is derived iteratively and is related to the desired resulting analysis response
(6) to wavelength A; ;) such that

Un+1) = O(nyny (1 + 52172'17) - &min) (6.8)
where
62n+1) = 5211) + (6 - 1’(71))/2 (69)
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while |6 — y()| > 0.01. Parameters §(,_;) and ¢(»=1) are initialized to 0.5 and 0,
respectively. In order to preserve a relatively high amount of detail in the analysis,
d is set to 0.8. This has the effect of retaining 80% of all pattern variations whose size
(wavelength) is A(; j); larger patterns will mostly be retained and smaller patterns
will mostly be smoothed out.

Once the 4k field has been generated it is used to derive the first guess adjust-
ment factor field (F{;;) according to Equation 6.4. Then, for each Fj point, its
corresponding value is interpolated from the F{; ;) field according to

. 4 1/rn
E=F — F; y——t—— 6.10
g 9 Z:l (,J)( f,=1(1/7‘n)) ( )

where n in this case are the four closest observations to point g and r,—, 4 are
their distances from F,. The F' points are then used to generate an Fy; ;) field using
Equation 6.4 where, this time,

Wo(i,j) = exp(—Ta; i)/ Hk(a.)cp) (6.11)

and c¢p is the convergence parameter which is set to 0.3. Thﬂis results in a spatial field
containing difference (or error) information. By adding Fi;j, and F; ), the result

(I:?ontains the complete spatially analyzed adjustment factor field which can be called
s(iyj)'

The last §tep is to merge the uniform distance-dependent adjustment factor field
(F, f(i,j)) with the spatially analyzed adjustment factor field (Fy; ;)) to derive a final
adjustment factor field, such that
Fuj = Fri.jy + Wi i) (Fsgig) — Friip) (6.12)
where
Ws(i,j) = exp(—Dhp(i,j)/ Do)- (6.13)

T.he weight Ws(i,j) applied to Fy(,j) is thus controlled by the analyzed decorrelation
distance’s (D) relation to the estimated observation density (Dp;,;)) at each pixel of
the. output grid; the spatial adjustment is given that proportion of the total weight
which the local observations can support.

The adjustment of the original radar composite sum (R(; j)) then becomes

Ryij) = Ryi1076. (6.14)

’l'“hls gauge adjusted radar product is thresholded such that accumulated precipita-
tion under 0.1 mm is truncated to Zero.

6.7 Radar normalization through preliminary adjustment

One o.f the main problems of conducting a gauge adjustment of composited radar
sums is that differences in the accumulations between any two overlapping radars
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Figure 6.2: Effect of preliminary adjustment on the derivation of F, from all radars.

may be caused by systematic differences in the radars’ electrical calibration levels.
The result of such differences manifests itself in the form of border effects where
two radars meet in composite sums. Unless this phenomenon is dealt with, gauge
adjustment risks amplifying border effects in unadjusted composites.

We have implemented an application of the gauge adjustment technique which is
designed to normalize radar sums to a common level and to identify and minimize
the bias between radar and gauge levels prior to spatial adjustment.

Given a comparison of several (2-3) months of accumulated precipitation from gauges
and from individual radars, the relation between log(G/R) and distance according
to Equation 6.1 will be generally valid. In other words, F, will not be representative
for an individual precipitation event but, rather, for precipitation in general. If a
comparison is made for each radar in a network using the same integration period,
then coefficient a in Equation 6.1 will reflect the general bias between gauge sums
and radar sums at each radar site. Coefficient a can then be used instead of F{; ;) in
Equation 6.14 to normalize the sums from each radar before generating composite
sums. The ensuing spatial adjustment will be almost entirely devoted to minimizing
the range dependency on the radar sums.

This strategy has been tested and implemented using the months of April and June,
1999, and gauge accumulations from the Swedish climate station network. Both
of these months were exceptionally rainy throughout Sweden. Radar data from
Swedish radars and Radar Copenhagen were used. Once coefficient a for each radar
was derived, these values were in some cases slightly modified to further reduce
differences between radars in composite sums. This was done after visual inspection
revealed some remaining biases in the composited radar sums. The values of a are
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given in Table 6.2 along with the number of point pairs used in deriving them.

The average value of a (0.693) is used where a could not be specifically calculated, or
where it has not been manually modified. Since data from Swedish Radar Arlanda
corresponded rather well with that from Finnish Radar Korpo prior to preliminary
adjustment, the same adjustment factor was used for all Finnish radars except Radar
Rovaniemi.

Note that this strategy should be considered speculative at present and that a more
comprehensive analysis of coefficient a, incorporating climate station data from
the BALTEX Meteorological Data Centre for application to all BALTRAD radars,
should result in more dependable preliminary adjustment factors and information on
whether there is a seasonal dependency on them. This should be a future research
task.

The effects on F, due to preliminary adjustment are illustrated in Figure 6.2. In
this case from mid-September, 1999, a melting layer has been revealed in the derived
relations. Before preliminary adjustment, there is a clear bias between gauge and
radar sums of around factor 0.57 at zero distance. After preliminary adjustment
the bias has been minimized to around factor 0.02 which also reflects a successful
normalization of the radar sums.

In any case, the preliminary values suggest underestimation of 2.7-11.7 dB in the
Swedish radars. The value of 5 dB at Radar Hudiksvall us much higher than was
observed during the calibration field tests (Koistinen et al. 1999). The reasons
behind this discrepancy are unknown and are subject to future research.

6.8 Example case

A 12-hour analysis from February 7, 2000, at 18 UTC is used to illustrate and
describe the gauge adjustment technique. The area under scrutinty is that covered
by Radar Arlanda, just north of Stockholm. On this occasion a low had its centre
over the Norwegian Sea, resulting in mild air and precipitation moving in over the
BALTEX Region from southwest to northeast. Most of the precipitation fell in
liquid form in the south and in solid form in the north. A largely contiguous area
of frontal precipitation was followed by an area of small-scale showers.

The relation between gauge and radar sums derived according to Equation 6.1 was
calculated using 1440 point pairs, 67 of which ended up being rejected in the quality
control. This was conducted after the preliminary adjustment was carried out using
the method presented in Section 6.7. When the distance dependency was deter-
mined, the uniform distance-dependent adjustment factor field (F;) was generated;
this field is illustrated in F igure 6.3a. A minimum value of -0.28 indicates that the
radar sums at zero distance to the radar are significantly higher than the equivalent
gauge levels as a result of the preliminary adjustment. This indicates that the pre-
liminary adjustment served to normalize the radars’ levels but it did not minimize
the bias between radar and gauge levels. This is probably due to the preliminary
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adjustment coefficients having been derived from rain conditions, whereas the case
from February 7 contained both snow and rain. Radar and gauge levels are equal at
around 60 km distance and radar levels lie under gauge levels beyond this distance.

In generating the spatial adjustment factor field, the estimated observation spacing
(Dp) is illustrated in Figure 6.3b. Note that the unit is expressed in “mean distance
among p points”, and not the more conventional “points per area”. The regular
geometrical features are an artifact caused where areas in the image exchange the
most distant of the p points. This effect propagates to other spatial parameters
used in the adjustment. Minimum (47 km) and maximum (150 km) mean spacings
correspond to areas of 2 209 and 22 500 km? per observation, respectively, which
indicates relatively low densities. When the D, field is then used to generate the 4k
field (Figure 6.3c), the values end up covering a larger range, although the appear-
ances of the two fields are very similar. The areas with the highest levels in both
fields are located over the Baltic Sea, which is expected.

When the spatial adjustment factor field (F,) is generated (Figure 6.3d), it contains
values which range between -0.35 and 1.01 which is the same order of magnitude as
the uniform distance-dependent adjustment field. The areas where values of F; are
high correspond roughly with areas where values of F, are high. Areas where values
of F; are low correspond well with the open water of the Baltic Sea. Likewise, the
weight assigned to F, (Figure 6.3e) is lowest over open water, although the values
of w, are low in general. This can be attributed to the low value of Dy in this case
(21.5 km). In such conditions, where the decorrelation distance is relatively low, it
is reasonable to assign low weights to F, due to increasing uncertainties in the rep-
resentativity of the gauge and radar samples arising from small scale features. The

result is that the influence given individual observations is reduced with decreasing
values of D,.

The final adjustment field (F‘) is virtually indistinguishable from the F; field in this
¢ase, o we have instead visualized the difference between the two in Figure 6.3f.
Differences are indeed very small. Areas with high negative difference values reflect
relatively high weights assigned to F,, which in turn reflects a relatively greater
influence from individual observations arising from a closer proximity to them.

A comparison of the actual accumulated precipitation information produced from
the _different methods is also illustrated in Figure 6.4. The radar sum composite,
Sl'lb‘]ect to no adjustment, is seen in Figure 6.4a. Note the border effect caused by
differences in levels between Radar Arlanda, on which the images are centred, and
Rgdar Hemse to the south. This systematic difference is minimized after preliminary
adjustment (Figure 6.4b) and the radars’ levels are raised significantly, especially
proximate to the radars. Although the border between Radar Arlanda and Hemse
was sucessfully treated, border differences between other pairs of radar have not been
entirely reduced, which indicates a need for future method enhancements. With the
complete gauge adjustment, the dependency on distance is taken into account and
levels at short distances are lowered while those at far distances are raised.

By comparison, an image containing an optimal interpolation (OI) of corrected gauge
observations only (Section 6.10) shows that the SYNOP network is only able to
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capture the gross features of the precipitation pattern over land. The clear difference
between adjusted radar and OI over the Baltic Sea indicates that SYNOP gauges
are unable to reflect even gross precipitation patterns in these areas.

6.9 Three hourly adjustment

Thus far, the presentation of the gauge adjustment technique has focused around
generating the 12-hour RR product. The three-hour RR product does not make
use of SYNOP gauge observations since there are too few of them which report at
such a high temporal resolution. This presents the challenge of performing a gauge
adjustment without gauges.

The strategy adopted at the BRDC is a pragmatic one, where the coefficients a,
b and ¢ from Equation 6.1 are saved after each 12-hour analysis and used in the
following four three-hour analyses. In these cases, the uniform distance-dependent
adjustment factor field (Fy(; ;)), based on the saved coefficients, is used instead of the
final adjustment factor field (Ff,;)) in Equation 6.14. The individual radar sums are
subjected to a preliminary adjustment according to the method in Section 6.7 prior
to uniform distance-dependent adjustment. The resulting R, product is thresholded

such that accumulated precipitation under 0.1 mm is truncated to zero.

6.10 Treatment of areas without radar coverage

The Baltic Sea’s drainage basin does not yet have complete radar coverage, even
when data from all BALTRAD radars are available. This presents the problem of
filling in the areas of the output RR grid where there is no adjusted radar data
available. This is a problem which cannot be resolved without access to alternative
observations to radar. In the case of the three-hourly analyses, there is no treatment
and areas without radar coverage remain void of information.

For the 12-hourly analyses, gauge observations are available and they can be inter-
polated to the whole output grid. The issue then becomes one of choosing an appro-
priate interpolation algorithm. As has been presented previously in this report, the
operational implementation of an optimal (or statistical) interpolation algorithm is
included in SMHI’s Mesoscale Analysis (MESAN) system. Optimal interpolation
(OI) is presented and discussed by Daley (1991), and its implementation in MESAN
by Haggmark et al. (1997).

At the BRDC, this OI algorithm is used to interpolate systematically corrected
(according to Chapter 5) 12-hourly gauge observations to a regular grid. The output
rotated lon/lat grid is the same as that illustrated in Figure 5.1 but with a grid
spacing of 0.1°. A zero first guess (or background field) is used. The OI uses an
1sotropic Gaussian structure function defined as

r(-2) o2 () em(2(£)) @
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Figure 6.5: Concept for merging gauge adjusted radar with optimally interpolated
gauge images according to distance. Distances range from Ry to Rp,,, and the the
two images are linearly interpolated within the range Ry,q> — Do to Rper, where Dy
is the decorrelation distance described in Section 6.5.

where 7 is the assigned correlation coefficient, d is the distance from an analysis
pixel to a given observation, and Dy is the analytically derived decorrelation distance
presented in Section 6.5. In order to manage OI results for situations with very small
scale precipitation patterns, which the observation density clearly cannot support,
the value of Dy has a lower bound of 40 km. This lower bound is only applied to
the interpolation of gauge observations.

The resulting interpolated field (OI; ;) is transformed to the high resolution RR im-
age geometry specified in Table 6.1 using the Cressman weighting function (Equation
3.3) with an R value of 5.5 output grid pixels.

The strategy for merging of the gauge adjusted and OI images is illustrated in Figure
6.5. The distance composite and the spatial decorrelation distance, described in
Section 6.5, are used to determine weights in a linear interpolation between the two
Images. The final product thus becomes

Rei gy, R j) £ Rmez — Do
RRij) = ¢ wrj Rogijy + Woi(i,j 0L (i), Rmaz — Do < B(ij) < Rmaz  (6.16)
OI(i,j)a R(i,j) 2 Rna:c'
where )
R ,j) — ar — D
Wy gy = — L) (1;’" 0) (6.17)
0

and wei(; ) = 1 - Wr(i,j)- Values less than 0.1 mm in RRy; j are truncated to zero.

This strategy is simple and robust and it assumes that all radars have the same
Fmaz. We know from Chapter 3 that most BALTRAD radars have an Ry, =
240' km, so this value is used in the merging process. However, some radars have
a different maximum ranges and this leads to artifacts in the final RR product,
since the merging will not take place over the full range between R,,, — Dy and

ez- This can be clearly seen in the areas covered by the German and Polish
radars in the complete RR product illustrated in F igure 6.6. Dealing with this more
comprehensively is an area which requires more attention and should be the subject
of future research.
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Table 6.3: Biases and explained variances (r?) when comparing logged independent
gauge observations with logged unadjusted and adjusted radar sums. April 10-
November 9, 1999. n=2596.

Gauges vs. Bias | 7
Unadjusted radar | 0.224 | 0.18
Adjusted radar 0.008 | 0.3

2

6.11 Validation

When generating the RR products, all of the radar and gauge observations are
used in the analyses. However, during the BRIDGE Pilot Phase and the first few
weeks of the BRIDGE Base-Line Period, a version of the RR product was produced
continuously with the objective being to validate the method’s performance.

The method of cross validation is an appropriate tool for this task. It is often
conducted using a limited number of cases whereby around 10% of the observations
are reserved for validation. The process is repeated until all observations have been
used as independent data. The disagdvantage of this approach is that it makes heavy
use of computer resources, since the analysis must be continuously rerun.

An alternative approach, applied here, is to run a so-called continuous validation
whereby 10% of the observations are excluded from each analysis once only. Instead
of rerunning the same analyis, the same approach is applied over a long temporal
series of analyses. This has been done for the period April 10 to November 9, 1999
for each 12-hour SYNOP term. It should be noted that the state of the analysis
methods were not in their final form when these activities were conducted but that
they were very similar to those presented in previous Sections of this Chapter.

The period ranged from early spring to late autumn and included a warm summer
and autumn with a large proportion of small-scale convective precipitation events.
This period also contained a significant number of events with severe anomalous
propagation (AP). The methods used to treat AP echoes, presented in Section 4.4,
were introduced in mid-June and were not applied to data previous to this point in
time. Even with these methods applied, there were numerous cases where the final
products remained contaminated with some AP echoes. Another issue which com-
plicated matters was that the data from the Finnish radars were not subject to any
Doppler signal processing during a period stretching from early June to mid-October,
the result being manifested in the form of AP echoes and system noise. In sumiary,
the period used for continuous validation contained complicated weather and prop-
agation conditions, along with substandard data quality from several radars.

For each term, 10% of the gauge observations were saved, as were their correspond-
ing radar sums both before and after gauge adjustment. The 10-logarithm of these
values were taken as a way of approximating a normal sample distribution. Precipi-
tation distributions otherwise tend to be skewed, which cannot be easily used when
deriving descriptive statistics. Linear regressions were fitted between gauge values
and unadjusted radar, and gauge values and adjusted radar. Biases between these
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Figure 6.7: Scatterplot of gauge values against corresponding adjusted radar sums,
along with fitted relations for both adjusted and unadjusted radar.

were calculated as were the explained variances. These results are provided in Table
6.3. The results are also illustrated in Figure 6.7.

The results in Table 6.3 indicate that the gauge adjustment technique succeeds in
minimizing the bias between gauges and adjusted radar. While explained variances
are low, that derived using adjusted radar is significantly higher than that found with
unadjusted radar which reveals a more quantitatively useful product in the adjusted
radar. When visualizing the results in Figure 6.7, the result is very noisy. The
linear relations reveal that unadjusted radar levels are consistently lower than gauge
levels. The higher Y-axis offset found with the relation using adjusted radar, along
with a slightly steeper slope, show that adjustment leads to higher radar values with
small accumulations and lower radar values with large accumulations. This can be
attributed to sampling differences between gauge and radar arising from the small
scale of the convective precipitation events; this leads to situations where radar
observes precipitation which falls between gauges. Another contributing factor is
the occurance of AP echoes in radar which are not matched by gauge observations.
Larger scale precipitation patterns and higher quality radar data may have resulted
in better correspondence between gauges and radar.

A future research task should be to perform a systematic and comprehensive valida-
tion of the gauge adjustment technique presented in this Chapter. Validation should
be conducted for differing precipitation types and the effect of adjustment on radar
data’s range dependency should be determined.
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RADAR

Figure 7.1: VAD circle and associated variables. From Andersson (1992b).
7.2 SMHI

Polar volume data of radial wind velocity and reflectivity factor are transferred
from each radar node (except Radar Goteborg) to SMHI, Norrkdping, where they
are centrally processed at the BRDC.

The VAD algorithm developed by Andersson (1992b) has been modified slightly
and rewritten. This version of the VAD algorithm is that used routinely at the
BRDC. What follows is a presentation of this implementation. The VAD circle and
schematics are presented in Figure 7.1.

It is important to insure that radar measurements of wind are of as high quality as
possible. A simple way of doing so is to analyze data at relatively short ranges from
the radar, thus minimizing accuracy problems associated with large pulse volumes.
At the BRDC, this is accomplished by analyzing data out to a maximum slant range
of 25 km. Within this range, all scans of data are evaluated, as are all azimuth gates
and range bins contained in them.

For each scan, all possible slant range distances (< 25 km) are determined. At each
range, the values from all azimuth gates are collected and these comprise the VAD
circle for that scan and slant range. Whereas Andersson (1992b) interpolated the
values in each circle to equidistant 10° locations around the circle, the BRDC’s VAD
algorithm leaves the values in their original form. The former strategy is designed
to derive VAD circles with content as evenly spread as possible, thus making it
possible to derive profiles from situations with few radar echoes. The latter strategy

is designed to maximize the accuracy of the derived profile since no smoothing is
carried out.

Each circle is divided into two 180° halves and pairs of values with 180° offsets are
matched. Individual values with no matches are discarded and the matched point
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pairs are summed. The only constraint is that a minimum of three summed values
must be present before continuing.

If v is an array containing N matched point sums, then the average radial wind
velocity (m/s) becomes

N o,
Uy, = %3’— (7.1)

Using the value of Uy, the north (a) and east (a) wind components are determined
using a least squares fit. These wind components are valid at the radar and the
wind’s variation is assumed to be linear. For each VAD circle containing n radial
wind velocity values (w) and matching azimuth gate angles ()

a=(C-(SC-5/5%)/(C* - (SC)*/S*) (7.2)

and
where the temporary variables are

n

C =Y w;— Uncos¥; (7.4)
i=1
5' = Z’w,‘ - Um sin Hi (75)
i=1
SC = Zsin 8; cos 0; (7.6)
i=1
C? =Y cost? (7.7)
i=1
and
S? =Y sinf?. (7.8)
i=1

A quality control step is then performed in order to evaluate the integrity of the a

and b wind components. The variance of the residuals to the modelled circle (o?)
determined as

o? = Zn:(z,- —w)?/ Y7 (7.9)

i=1
where the residual

2 = Up, + (a - cos ;) + (b-sin6;). (7.10)

Values of a and b are rejected where o2 > 0.1 and the given VAD circle is not subject
to further analysis.

Accepted wind components are used to derive the direction of the wind vector

¥ = arctan(a/b) (7.11)
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which, in turn, is used to derive the wind direction dd according to

_}210-v, 5>0
dd_{90_¢’ b<0. (7.12)

The wind speed ff is given by
ff =Va?+/cosa (7.13)

where a is the antenna’s elevation angle for the given scan. The height above sea
level (h) of the given VAD circle is

h=H+sina-r (7.14)

where H is the height of the radar’s antenna and r is the slant range of the given
VAD circle. This approach does not account for standard beam refraction and the
maximum error it produces is approximately -36 m (or 12%) at the maximum slant
range of 25 km and an elevation angle of 0.5°.

For each accepted VAD circle, its corresponding reflectivity factor (dBZ) value is
calculated as the arithmetic average of all linearized, non-zero reflectivities in the
circle. Additionally, the sample size is determined for each circle as the sum of all
valid radial wind values. The latter variable is an important indirect indicator of
the quality of a given set of values in the vertical profile.

When all possible circles have been evaluated, the resulting vertical profile is inte-
grated vertically. This is done through the use of a predefined integration length
of 200 m. Mean values and standard deviations of dd and ff are calculated; the
mean height within each interval is also determined, as is the mean reflectivity factor
value. The circle sample sizes are summed within each interval.

7.3 FMI

Wind profiles from FMI arrive at the BRDC through the regular internet in FMI’s
internal ASCII-based file format. These are converted to the common BALTRAD
file format (Michelson 1999) and placed in the archive.

The algorithm used operationally by FMI to produce wind profiles is referred to
as Volume Velocity Processing (VVP) and is presented in detail by Waldteufel and
Corbin (1979). The implementation of this algorithm is found in software developed
by SIGMET Inc. (SIGMET 1999).

The primary difference between VAD and VVP techniques is that, while VAD an-
alyzes the data from an individual circle, VVP defines a narrow range of altitudes
in the form of a cylinder and analyzes data from all scans which intersect the cylin-
der. FMI, for example, defines a set of 200 m thick volumes when deriving their
VVP product. The VVP algorithm is more mathematically rigorous than VAD and,
according to Waldteufel and Corbin (1979), offers the following advantages:
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e High altitudes or elevation angles do not contaminate the calculations of mean
horizontal velocity components, the horizontal divergence, and the vertical air
velocity.

e A more direct estimate of the vertical component.

e Derivation of all three velocity components enables a control of the procedure’s
validity through comparison of successive cylinders.

Like all single-Doppler algorithms, VVP assumes a linear wind field. Similarly to
VAD, VVP is sensitive to departures from linearity. If a nonlinearity has a scale
which is larger than the analyzed volume, then the calculated vertical shear will
contain errors. These types of problems can be reduced by defining volumes with
small radii, much like use of a maximum range used with the VAD technique above.
Another characteristic of the VVP technique is that the use of cylindrical volumes
results in a low-pass filtering of the fine structure of the wind field, the consequence
being that the resulting winds are more representative at the mesoscale. The equiv-
alent effect does not take place using the VAD technique since the divergence is
calculated exactly from a given circle (and may include contamination from the
precipitation’s vertical velocity).

In operational environments such as the BRDC, the VVP and VAD algorithms can
be considered functionally equivalent. An objective comparison of the two using data
from the BALTRAD network would be a valuable contribution to the understanding
of methods used to derive wind profiles from weather radar data.
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7.4 Example

An example of a time-height plot of BALTRAD WP products is provided in Figure
7.2. On this day, December 3, 1999, a deep depression passed through southern
Scandinavia. In Denmark it was the most severe storm of the 20th century. _Radar
Karlskrona provided a data series which was only broken in a few places during the
course of the storm.

Surface winds shifted from south-south-easterly to south-westerly during the after-
noon and into the evening, while upper-level winds were from the west to south‘-v‘{est
throughout. The winds increased in strength following an area of fI:ontal precipita-
tion giving reflectivities upwards of 40 dBZ. Over 70 kt average w1nd. speeds were
observed at altitudes as low as around 800 m a s ! during the evening. A hook
echo can be discerned from reflectivities close to the radar in tbe DBZ-product from
18:30 UTC (Figure 7.3a). The corresponding radial wind velocity PP1 image (Flg.ur’e
7.3c) helps reveal the presence of a local vortex in the wake of the fropt-al precipi-
tation. The reflectivities from the vortex are very high and probably originate fr.om
wet snow in a melting layer; attenuation of the radar signal and beam overshooting
are the likely explanations for the lack of precipitation echoes to the northwest, be-
hind the vortex. Attenuation and partial beam overshooting may also account for
relatively weak reflectivities from the frontal precipitation moving to the r}ortheast
over the Baltic Sea. The reflectivities from Radar Hemse for the same time were

much higher, as can be seen in the subimage covering the same area from the DBZC
product (Figure 7.3Db).

66






8 Summary

The Baltic Sea Experiment (BALTEX) is the European regional project within the
Global Energy and Water Cycle Experiment (GEWEX), with contributions from
10 countries in the Baltic Sea’s drainage basin. GEWEX has been launched by the
World Meteorological Organization (WMO), the International Council of Scientific
Union (ICSU) and the Intergovernmental Oceanographic Commission (IOC), as part
of the World Climate Research Programme (WCRP). The BALTEX Working Group
on Radar (WGR) is responsible for coordinating weather radar activities within
the framework of BALTEX, including the establishment and operation of a Radar
Data Centre (BRDC) which can providle BALTEX with wind and precipitation
datasets. This report presents the state of the WGR and the BALTEX Radar
Network (BALTRAD). Those products being generated at the BRDC are presented
and discussed, as are the methods used to create them.

The BALTRAD network consists of 29, mostly C-band, radars in six countries.
Communications to/from the BRDC are conducted both through operational lines

and through provisional Internet-based solutions. The BRDC operates in near-real
time. .

'The DBZ product is defined as “3 500 m Pseudo-CAPPI or the closest thing to
it”. Horizontal and temporal resolutions are 2 km and 15 minutes respectively, and
the image depth is 8-bits. DBZ, products are individual radar reflectivity factor
(dBZ) images which are transformed to a common projection and subjected to

simple quality control procedures such that they may be used to generate higher
level products.

The DBZC product is a composite image for the BALTRAD coverage area contain-
Ing radar reflectivity factor (dBZ) and which is generated every 15 minutes with a
horizontal resolution of 2 km. It makes use of individual DBZ products. A com-
positing algorithm which makes use of a high resolution digital elevation model is
presented and discussed. Quality control is conducted using the difference between
Meteosat-b IR brightness temperatures and analyzed 2-m temperatures; areas not
containing potentially Precipitating clouds are identified with this method and radar
echoes in them are deemeqd spurious and removed.

A systematic correction of 12-hourly gauge observations from the real-time synopti-
cal network is conducted which makes use of a statistical method developed for use
with gauge types commonly available in the BALTEX Region. This method makes
use of spatially analyzed variables with a temporal resolution of one hour. The
largest correction is for the flow distortion error caused by wind, but the method
tjdkes Into account temperature, precipitation intensity, wetting loss, and evapoura-
tion loss. Corrected gauge data are not a BRDC product.

The RR product is a gauge adjusted three and 12-hourly radar-based accumulated
precipitation image which makes use of DBZ products and corrected gauge obser-
vations. The gauge adjustment technique is based on the gauge-to-radar ratio. A
distance-dependent adjustment factor is derived and this is combined with a spa-
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10 List of Acronyms

AP
BALTEX
BALTRAD
BRDC
BRIDGE
BUFR
CAPPI
CERAD
DCM
DEM
DNMII
DNMI
DWD
ECMWF
EMHI
ETR
EWIS
FMI
GEWEX
GMS
GTS
HIRLAM
ICSU
10C
IMGW
LHA
LUT
masl
MDE
MESAN
METEOSAT
NORDRAD
OPERA
PPI
RMDCN
SMHI
SWERAD
SYNOP
USGS
VAD

Anomalous Propagation
Baltic Sea Experiment
BALTEX Weather Radar Network
BALTEX Radar Data Centre
BALTEX Main Experiment
Binary Universal Form for the Representation of Meteorological Data
Constant Altitude Plan Position Indicator
Central European Radar Network
Dynamic Correction Model
Digital Elevation Model
Danish Meteorological Institute
The Norwegian Meteorological Institute
German Weather Service
European Centre for Medium Range Weather Forecasting
Estonian Meteorological and Hydrological Institute
Electronic Transfer Routing
Ericsson Weather Radar Information System
Finnish Meteorological Institute
Global Energy and Water Cycle Experiment
Geostationary Meteorological Satellite
Global Telecommunications System
High Resolution Limited Area Model
International Council of Scientific Union
Intergovernmental Oceanographic Commission
Institute of Meteorology and Water Management
Latvian Hydrometeorological Agency
Lookup Table
Mean altitude above sea level
Minimum Distance to Earth
Mesoscale Analysis System
Geostationary Meteorological Satellite
Nordic Weather Radar Network )
Operational Programme for the Exchange of Weather Radar Information
Plan Position Indicator
Regional Meteorological Data Communication Network
Swedish Meteorological and Hydrological Institute
Swedish Radar Network
Synoptical Weather Station Network
United States Geological Survey
Velocity Azimuth Display
continued on next page
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SMHIs publications

SMHI publishes six report series. Three of these, the R-series, are intended for international
readers and are in most cases written in English. For the others the Swedish language is

used.
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RMK (Report Meteorology and Climatology)
RH (Report Hydrology)

RO (Report Oceanography)
METEOROLOGI

HYDROLOGI

OCEANOGRAFI

Earlier issues published in serie RMK

1 Thompson, T., Udin, 1., and Omstedt, A. 8
(1974)

Sea surface temperatures in waters sur-
rounding Sweden.

2 Bodin, S. (1974) 9

Development on an unsteady atmospheric
boundary layer model.

3 Moen, L. (1975) 10

A multi-level quasi-geostrophic model for
short range weather predictions.

4 Holmstrém, I, (1976) 11
Optimization of atmospheric models.

5 Collins, W.G, (1976)
A parameterization model for calculation of 12

yerucal fluxes of momentum due to terrain
induced gravity waves.

6  Nyberg, A. (1976) 13

Qn transport of sulphur over the North Atlan-
tic.

7 Lundqvist_, J.-E., and Udin, 1. (1977)
Ice accretion on ships with special emphasis 14
on Baltic conditions.
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Eriksson, B. (1977)

Den dagliga och arliga variationen av tem-
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Statistical forecasting of sea level changes in
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